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A B S T R A C T

A river engineer is challenged with the task of setting up an appropriate
model for a certain application. The model needs to provide suitable an-
swers to the questions asked (i.e. be effective) and needs to do this within
the available time (i.e be efficient). To set up such a model with sufficient
accuracy and certainty, a modeller needs to fully understand all processes
that determine the flow patterns and the flow resistance. These encapsulate
both the physical processes, such as bottom friction and turbulent mixing,
as well as the unwanted, ’numerical processes’, due to discretization errors
and grid effects. Unfortunately, these errors can be considerably large and
can greatly influence model results.

To quantify the effects of numerical inaccuracies on the flow patterns and
resistance (or backwater) in a river, several building blocks of the govern-
ing flow equations were analysed. In particular for moderate resolutions,
where a part of the geometrical variation in a river is captured on the
grid, the influence of the momentum advection scheme and the turbulence
model on the model results increases. For these modelling aspects, certain
common methods were therefore analyzed concerning their accuracy, effi-
ciency and convergence properties, for grid resolutions applied in practical
engineering work.

The common consensus is that the backwater in river models is domi-
nated by bottom friction and that momentum advection only has a local
effect on the water levels and flow patterns. However, in this work, it is
demonstrated that the artificial backwater contribution from the momen-
tum advection approximation can be of the same order of magnitude as
the bottom friction contribution, depending on the advection scheme. First
this is shown using a one-dimensional (1D) analysis and then it is ver-
ified using 1D and two-dimensional (2D) numerical experiments with a
wavy bed, with emerged and submerged groynes and finally for an actual
river. For each test, the backwater contribution of three basic first-order
and two second-order accurate advection schemes are computed and com-
pared. The size of this contribution is found to be largely determined by
the conservation/constancy properties of the scheme and to a lesser extent
by the order of the scheme.
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Of course, the bottom friction forms the most important contribution
to the total backwater. In 2D models, the bottom friction computation is
considered to be straightforward, in particular when applying the newly-
developed subgrid method by Casulli and Stelling [51] and Stelling [219].
However, for three-dimensional (3D) hydrodynamic models, the computa-
tion is more complicated due to the vertical structure of the flow. Most 3D
river models apply the popular σ-layering, where the grid nicely follows
the bed and free-surface. At present, z-layer models are seldomly applied
in river computations, because they suffer from the problem of inaccurate
and discontinuous bottom shear stress representation, commonly assumed
to arise due to the staircase bottom representation. At higher grid resolu-
tion, where more features of the topography are represented on the grid,
a terrain-following coordinate system such as the σ-layering can result in
a strong distortion of the grid. This is avoided using a z-layer discretiza-
tion. Additionally, the latter discretization could be very efficient for river
applications, due to the fact that excessive vertical resolution is avoided in
shallow areas, such as floodplains.

For this purpose, the discretized equations for the z-layer model are an-
alyzed and the cause of the inaccuracies is clearly shown to come from the
emergence of thin near-bed layers. Based on this analysis, a new method
is presented that significantly reduces the errors and the grid dependency
of the results. The method consists of a near-bed layer-remapping and a
modified near-bed discretization of the k− ε turbulence model. The appli-
cability of the approach is demonstrated for uniform channel flow, using
a schematized 2D vertical (2DV) model and for the flow over a bottom sill
using the Delft3D modeling system (Deltares [69]).

Finally a new modelling strategy is presented for improving the effi-
ciency of computationally intensive flow problems in environmental free-
surface flows. The approach combines the recently developed semi-implicit
subgrid method by Casulli and Stelling (Casulli [46], Casulli and Stelling
[51], and Stelling [219]) with a hierarchical-grid solution strategy. The
method allows the incorporation of high-resolution data on subgrid scale
to obtain a more accurate and efficient hydrodynamic model. The subgrid
method improves the efficiency of the hierarchical grid method by pro-
viding better solutions on coarse grids. The method is applicable to both
steady and unsteady flows, but it is particularly useful in river computa-
tions with steady boundary conditions. There, the combined hierarchical
grid-subgrid method reduces the computational effort to obtain a steady
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state with factors up to 43. For unsteady models, the method can be used
for efficiently generating accurate initial conditions and further dynamic
computations on high-resolution grids. Additionally, the method provides
automatic insight in grid convergence. The efficiency and applicability of
the method is demonstrated using a schematic test for the vortex shedding
around a circular cylinder and a real-world case study on the Elbe River in
Germany.

ix





S A M E N VAT T I N G

Een rivierbouwkundig ingenieur heeft de uitdagende taak een geschikt
model op te zetten voor een bepaalde toepassing. Het model dient tref-
fende antwoorden te leveren op de gestelde vragen (i.e. doelmatig te zijn)
en dient dit te doen binnen de beschikbare tijd (i.e. efficient te zijn). Om
zulk een model met voldoende nauwkeurigheid en zekerheid op te zet-
ten, moet een modelleur volledige kennis hebben van alle processen die
de stromingspatronen en -weerstand bepalen. Deze bevatten zowel de fy-
sische processen, zoals bodemwrijving en turbulente uitwisseling, als ook
de ongewenste, ’numerieke processen’, die onstaan door discretisatiefou-
ten en roostereffecten. Helaas kunnen deze numerieke fouten aanzienlijk
zijn en de resultaten sterk beïnvloeden.

Om het effect van de numerieke onnauwkeurigheden op de stromingspa-
tronen en -weerstand (of opstuwing) in een rivier te quantificeren, zijn ver-
schillende bouwstenen van de stromingsvergelijkingen geanalyseerd. Spe-
cifiek voor gematigd fijne resoluties waar een deel van de geometrievariatie
in de rivier op het rooster gevat wordt, neemt de invloed van het advectie-
schema en van het turbulentiemodel op de resultaten toe. Met betrekking
tot deze modelleeraspecten zijn enkele regelmatig toegepaste methoden ge-
analyseerd, betreffende hun nauwkeurigheid, efficiëntie en convergentiege-
drag, voor roosterresoluties zoals deze in de praktijk worden gebruikt.

De gemeenschappelijke consensus is dat de opstuwing in riviermodellen
wordt bepaald door de bodemwrijving en dat advectie van impuls slechts
een lokaal effect levert op de waterstanden en stroombeelden. Echter, in
dit werk wordt aangetoond dat de kunstmatige bijdrage aan de opstuwing
door de advectiediscretisatie van dezelfde orde van grootte kan zijn als
de bodemwrijvingsbijdrage, afhankelijk van het gekozen advectieschema.
Dit wordt eerst gerealiseerd middels een één-dimensionale (1D) analyse en
vervolgens geverifieerd met 1D en twee-dimensionale (2D) numerieke ex-
perimenten, met een hobbelende bodem, met om- en overstroomde kribben
en ten slotte voor een echte rivier. Voor iedere test, worden de opstuwings-
bijdragen van drie eerste-orde en twee tweede-orde nauwkeurige advec-
tieschema’s berekend en vergeleken. Het blijkt dat de grootte van deze
bijdrage voornamelijk bepaald wordt door de behouds/constantheids-
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eigenschappen van het schema en in mindere mate door de orde van nauw-
keurigheid van het schema.

Natuurlijk vormt de bodemwrijving de belangrijkste bijdrage aan de to-
tale opstuwing. In 2D modellen wordt de bodemwrijvingsberekening als
relatief eenvoudig beschouwd, in het bijzonder wanneer de onlangs ont-
wikkelde subgrid methode van Casulli en Stelling [51] en Stelling [219]
gebruikt wordt. Voor drie-dimensionale (3D) hydrodynamische modellen
is deze berekening echter gecompliceerder door de vertikale structuur van
de stroming. Veel 3D riviermodellen passen de populaire σ-lagen discreti-
satie toe, waarbij het rooster netjes de bodem- en het vrije water oppervlak
volgt. Z-lagen modellen worden zelden voor riviertoepassingen ingezet,
vanwege de onnauwkeurige en discontinue weergave van de bodemwrij-
ving, waarvan aangenomen wordt dat deze ontstaat door de trapjesbodem.
Bij hogere roosterresolutie, waar meer details van de topografie op het
rooster worden afgebeeld, kan een terrein-volgend coordinatensysteem zo-
als het σ-lagen model, tot een sterke vervorming van het rooster leiden.
Dit wordt vermeden middels een z-lagen discretisatie. Bovendien zou een
z-lagen model een zeer efficiënte methode kunnen bieden voor riviermo-
dellen, door het vermijden van overmatige vertikale resolutie in ondiepe
delen, zoals het winterbed.

Om deze reden worden de stromingsvergelijkingen voor het z-lagen mo-
del geanalyseerd en wordt aangetoond dat de reden van de onnauwkeurig-
heden ligt in het ontstaan van dunne lagen bij de bodem. Op basis van deze
analyse wordt een nieuwe methode gepresenteerd die een significante re-
ductie van de fouten en roosterafhankelijkheid van de oplossing brengt. De
methode bestaat uit een laagdikte-aanpassing bij de bodem en een lokaal
gemodificeerde discretisatie van het k− ε turbulentiemodel. De toepasbaar-
heid van de methode word gedemonstreerd aan de hand van een uniforme
kanaalstroming, met een schematisch 2D vertikaal (2DV) model en voor de
stroming over een bodemhobbel met het Delft3D modelleersysteem (Delta-
res [69]).

Ten slotte wordt een nieuwe modelleerstrategie gepresenteerd om de
efficientie van rekenintensieve stromingsproblemen met een vrij waterop-
pervlak te verbeteren. Deze strategie combineert de recent ontwikkelde
semi-impliciete subgrid methode van Casulli en Stelling (Casulli [46], Ca-
sulli en Stelling [51] en Stelling [219]) met een oplosmechanisme op hier-
archische roosters. De methode maakt het mogelijk hoge resolutie data op
subgrid schaal in het model op te nemen om een nauwkeuriger en efficien-

xii



ter model te verkrijgen. De subgrid methode verbeterd de efficientie van de
hierarchische rooster methode, door betere resultaten op de grovere roos-
ters te leveren. De methode is bruikbaar voor zowel stationaire an dyna-
mische stromingsproblemen, maar is voornamelijk bruikbaar voor proble-
men met stationaire randvoorwaarden. Daar reduceert de gecombineerde
hierarchische-rooster-subgrid-methode de rekentijd om een stationaire toe-
stand de verkrijgen met factoren tot 43. For dynamische problemen kan
de methode gebruikt worden om efficient nauwkeurige initiële condities te
genereren en dynamisch verder te rekenen op hoge-resolutie roosters. Bo-
vendien levert de methode automatisch inzicht in roosterconvergentie. De
efficientie en toepasbaarheid van de methode wordt aangetoond met een
schematische test voor wervelloslating rond een cylinder en middels een
daadwerkelijke toepassing aan de rivier de Elbe in Duitsland.
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Z U S A M M E N FA S S U N G

Eine der wichtigsten und herausfordernsten Aufgabenstellung eines Fluss-
bauingenieurs zur Bearbeitung seiner Anwendungen ist die korrekte Wahl
eines geeigneten Modells. Das Modell soll treffende Antworten zu den ge-
stellten Fragen liefern (i.e. effektiv sein) und das innerhalb der verfügbarer
Zeit (i.e. effizient sein). Um solch ein Modell mit ausreichender Genauig-
keit und Zuverlässigkeit aufzubauen, braucht ein Modellierer vollständige
Kenntnisse von den Prozessen die die Strömung und deren Widerstand be-
stimmen. Diese beinhalten sowohl die physikalischen Prozesse, wie Sohl-
reibung und Turbulenter Austausch, als auch die ungewünschten, ’nume-
rischen Prozesse’, welche durch Diskretizierungsfehler and Gittereffekte
entstehen. Bedauerlicherweise können solche Fehler sehr gross sein mit
entsprechendem Einfluss auf die Modellergebnisse.

Um die Effekte der einzelnen numerischen Ungenauigkeiten auf das
Strömungsverhalten und -Widerstand (Stauwirkung) in einem Fluss zu
quantifizieren, werden verschiedene Bausteine der Strömungsgleichungen
analysiert. Insbesondere für verhältnismäßig grobe Gitter, wo ein Teil der
Geometrievariation im Fluss auf dem Netz erfasst wird, nimmt der Einfluss
des Advektionsschemas und des Turbulenzmodells auf die Modellergeb-
nisse zu. Im Rahmen diesen Modellieraspekten, sind einige häufig benutz-
te Verfahren analysiert worden Bezüglich ihrer Genauigkeit, Effizienz und
Konvergenzeigenschaften, für Gitterauflösungen aus der Anwendungspra-
xis.

Der allgemeine Konsensus ist daß die Stauwirkung in Flussmodellen
hauptsächlich bestimmt wird durch Sohlreibung und daß Advection von
Impuls nur einen Lokalen Effekt auf die Wasserspiegellagen und Strö-
mungsverhältnissen hat. In dieser Arbeit, wird allerdings gezeigt daß die
künstliche (numerische) Stauwirkung durch das Advektionsschema von
der gleichen Grössenordnung sein kann als der Beitrag der Sohlreibung,
abhängig vom Advektionsschema. Dies wird erst gezeigt anhand einer ein-
dimensionaler (1D) Analyse und danach bestätigt mittels 1D und zwei-
dimensionaler (2D) numerischen Beispielen für die Strömung über eine
wellende Sohle, mit umströmten und überströmten Buhnen und letztend-
lich für ein wirkliches Flussbeispiel. Für jeden Test, wird für drei einfache
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erster-Ordnung Upwind-Verfahren und zwei zweiter-Ordnung Verfahren,
der numerischer Beitrag des Advektionsschematas an die Stauwirkung be-
rechnet und verglichen. Es stellt sich heraus daß die Größe dieses Beitrags
hauptsächlich bestimmt wird durch die Erhaltungs/Unveränderlichkeitsei-
genschaften des Schemas und nur zum geringeren Teil durch den Ordnung
des Schemas.

Natürlich kommt der wichtigste Beitrag an der Stauwirkung von der
Sohlreibung. In 2D Modellen, kann die Sohlreibung relativ unkompliziert
berechnet werden, ins besondere wenn der neu-entwickelte Subgrid An-
satz von Casulli und Stelling [51] und Stelling [219] benutzt wird. Für
drei-dimensionale (3D) hydrodynamische Modelle, allerdings, ist die Be-
rechnung komplizierter durch die vertikale Struktur der Ströming. Viele
3D Flussmodelle verwenden das populäre σ-Schichten Modell, wo das Git-
ter die Topographie und die freie Oberfläche folgt. Z-Schichtverfahren wer-
den heutzutage selten benutzt für Flussanwendungen, wegen ungenauer
und unstetiger Berechnung der Sohlschubspannung, von dem angenom-
men wird daß es auftritt durch die gestufte Abbildung der Sohle. Bei fei-
nerem Gitterauflösung, bei denen mehr Details der Topographie auf dem
Netz abgebildet werden können, kann ein Topographie-folgendes Koordi-
natensystem wie das des σ-Modells zu einer starke Verformung des Re-
chennetzes führen. Mitttels einer z-Schicht Diskretisierung kann dies um-
gehen werden. Zusätzlich könnte eine z-Schicht Diskretisierung sehr ef-
fizient sein für Flussanwendungen, dadurch daß unnötig hohe vertikale
Auflösung vermieden werden kann in flache Teilgebieten wie z.B. auf dem
Vorland.

Aus diesem Grund, sind die discretisierte Gleichungen für das z-Schicht
Modell analysiert worden und ist eindeutig bestimmt daß die Gründe der
Ungenauigkeiten kommen durch das Entstehen von dünnen Schichten an
der Sohle. Basierend auf dieser Analyse, wird ein neuer Ansatz vorge-
stellt der die Fehler und Gitterabhängikeit der Ergebnissen erheblich re-
duziert. Der Ansatz enhält eine geänderte sohlnahe Schichtverteilung und
eine angepasste sohlnahe Diskretisierung des k− ε Turbulenzmodells. Die
Anwendbarkeit dieses Ansatzes wird mit einem 2D vertikales (2DV) Mo-
dell nachgewiesen anhand einer uniformen Kanalströmungs und mit dem
Delft3D Modelliersystem (Deltares [69]) für die Strömung über eine Sohl-
schwelle.

Zum Schluss wird eine neue Modellierstrategie zur Effizienzsteigerung
rechenintensiver Simulationen von Flüssen vorgestellt. Der Ansatz kombi-

xvi



niert einen erst vor kurzem entwickelten semi-impliziten Subgrid-Ansatz
von Casulli und Stelling (Casulli [46], Casulli und Stelling [51] und Stel-
ling [219]) mit einer auf hierarchischen Netzen basierenden Stategie, de-
ren Kombination eine sinnvolle Berücksichtigung von hoch-aufgelösten
Geländeinformationen – auch auf gröberen Netzen – erlaubt und zur
Genauigkeits- und Effizienzsteigerung hydro-numerischer Flussmodelle.
Der Subgrid-Ansatz verbessert den Effizienz des hierarchischen-Gitter An-
satzes, durch genauere Lösungen auf gröberen Netzen. Diese Herangehens-
weise ist sowohl im stationären als auch im instationären Fall verwendbar,
spezifisch aber für Flussanwendungen mit stationären Randbedingungen
wird die Effizienz erhebig verbessert. Es wird gezeigt, dass der Hierarische
Gitter-Subgrid-Ansatz im dem Fall zu einer bis zu 43-fachen Verringerung
der Rechenzeiten führen kann. Für instationäre Modellen, kann das Ver-
fahren benutzt werden mit hoher Effizienz genaue Anfangsbedingungen
zu generieren für weiter dynamische Berechnungen auf hoch-aufgelösten
Netzen. Quasi gratis hinzu bekommt man eine einfache und sehr schnelle
Methode für Gitterkonvergenzstudien. Es wird die Effizienz und Anwend-
barkeit des Ansatzes sowohl für ein schematisches Beispiel als auch ein
reales Flussmodell der Elbe in Deutschland aufgezeigt.
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“Shallow Water”
(inspired by “Hallelujah” as performed by Leonard Cohen / Jeff Buckley)

A river, a lake, an estuary
A channel, an ocean, the deep blue sea

You can use Navier-Stokes, but please don’t bother
’Cause the depth is usually much smaller than

The length over which you will model them
And you can simply use shallow water

Shal–low wa–ter, shal–low wa–ter
Shal–low wa–ter, shal–low wa–a–a–a–a–a–ter

The advection terms should be handled with care
A central method will not get you there

You must use an upwind scheme, or just don’t bother
An explicit method might not be stable

Implicitness will let you be able
To use larger time steps for your shallow water

Shal–low wa–ter, shal–low wa–ter
Shal–low wa–ter, shal–low wa–a–a–a–a–a–ter

But what’s the method of which you dream
Is it called the Eulerian-Lagrangian scheme?
It will always be more stable than the others

Just trace along the Lagrangian track
And get your advected velocities back

But will you have your stable shallow water?

Shal–low wa–ter, shal–low wa–ter
Shal–low wa–ter, shal–low wa–a–a–a–a–a–ter

The pressure terms in momentum conservation
and the velocities in the free-surface equation

They will couple one equation to the other
The celerity will suffer from extradition

From the Courant-Friedrichs-Levy condition
And you will have your stable shallow water!



Shal–low wa–ter, shal–low wa–ter
Shal–low wa–ter, shal–low wa–a–a–a–a–a–ter

Frank Platzek,
Trento, Italy,

February 2011,
after being positively ’brainwashed’ during the Winter School on Advanced

Numerical Methods for Free-Surface Hydrodynamics.
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1
I N T R O D U C T I O N

1.1 numerical river modelling

1.1.1 Background

Many of the world’s major cities have been built along rivers for their many
purposes. Rivers allow shipping, provide drinking water or cooling water
for power plants, form ecological habitats and room for recreational activ-
ities, but perhaps most importantly, they carry water from precipitation
and snowmelt to the seas and oceans, forming an important chain in the
natural water cycle and a first natural prevention against flooding. How-
ever, rivers have a limited capacity, and with climate change, the frequency
and severity of floods has increased (see e.g. Milly et al. [156]), underlining
the need for adequate measures and flood level predictions, particularly
in combination with increasing population density (e.g. Kundzewicz et al.
[127] and Strauss, Kulp, and Levermann [223]).

River engineers are, therefore, challenged with the task of performing
urgent flood forecasts in case of high water or strong precipitation, but
equally important with that of planning, construction, maintenance and
evaluation of river training works. Worldwide, costly and time-consuming
projects are executed, e.g. for maintaining fairway depth for shipping, for
protecting surrounding areas and their inhabitants from flooding, for opti-
mizing sediment management or restoring ecological systems and habitats
along the river banks.

Such projects involve the construction or modification of groynes, weirs
and parallel dams, the dredging of sediments, the channelling or restora-
tion of rivers and measures for bank protection. Expensive field campaigns
and laboratory tests are set up and executed to obtain the required data
and to verify the effects of taken measures.

Particular river training measures that have been under investigation the
last decade are the lowering or streamlining of groynes. It is expected that
by lowering or streamlining (i.e. reducing the groyne slope, mostly on the
downstream side) the groynes, the flow experiences less resistance during

1
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Figure 1: Lowering the groynes in the River Waal. Source:
https://beeldbank.rws.nl, Rijkswaterstaat, Ruimte voor de Rivier.

high water stages, when the groynes are submerged, and that flood levels
can be reduced and the conveyance capacity of the river can be increased.
The question remains how large these effects will be. In 2009, a pilot project
was executed to quantify the effect of lowering the groynes in the River
Waal, a branch of the Rhine River in the Netherlands (see Figure 1). Over
a stretch of 10 km, 70 groynes were lowered and a monitoring project was
started to measure the effects on both the hydro- and morphodynamics in
the river (Busnelli et al. [37]). After this, another 390 groynes were lowered
over approximately 70 km and several parallel dams were constructed over
a distance of 10 km.

However, before such measures or construction works are realized, they
are commonly tested and optimized using numerical models, allowing the
river engineer to consider different options and geometries, varying the
relevant parameters that influence the effectiveness of the measure: e.g. the
river discharge, the channel geometry, vegetation resistance, soil character-
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istics or meteorological effects. To allow adequate and prompt measures,
accurate and efficient predictions are required, putting increasingly strong
requirements on the quality of the applied models and methods.

Traditionally, and mostly due to limitations on computational resources,
river models either concern one-dimensional (1D) models, or coarse two-
dimensional (2D) models, where only the global geometric features (banks
and bends) of the channel are captured on the computational grid, often
with limited resolution. Smaller features, such as hydraulic structures (e.g.
weirs, groynes, dikes, sluice gates), or bed forms, are commonly included
through parameterizations or by increased roughness coefficients, see e.g.
Cunge, Holly, and Verwey [65] for a review of classical approaches in hy-
draulic engineering. However, there has been a change in the demands on
numerical river modelling over the past decades. Numerical models shifted
from mostly 1D to 2D or even three-dimensional (3D) models, with increas-
ing resolution, because policy-makers ask not only for water level predic-
tions and discharge distributions, but demand detailed results including
accurate velocity fields, based on models including more and more of the
governing physical processes at higher and higher resolution, see. e.g Lane
et al. [129] and Uijttewaal [234].

Unfortunately, for most reach-scale river applications (10–100 km length),
computational grids still do not resolve all geometric features, due to lim-
itations in computational resources. With the increased demands on the
numerical models, the common trade-off between accuracy and efficiency
has become even more important than before. River modelling is now per-
formed at scales and resolutions, where processes have become important,
which could be neglected (or parameterized) in the past. Within this new
scope, some of the common assumptions and commonly-applied building
blocks of numerical river models need to be reconsidered.

1.1.2 On accuracy and efficiency

Accuracy

In research on the accuracy of certain methods, often accuracy in a math-
ematical sense is meant, referring to the order of accuracy or convergence,
see e.g. Richtmyer and Morton [195]. This type of accuracy says something
about the rate with which numerical errors diminish with grid refinement,
often assuming that solutions are smooth and that the forcing of the prob-
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lem is well-resolved. When related to the development of methods for flow
problems, such texts mostly concern the construction of higher-order meth-
ods, where higher often means higher than second order. However, as men-
tioned above, the order of accuracy only has a meaning when the forcing
of the problem is well-resolved. For environmental flow problems, such
as river flows, this would mean that the geometry must be well-resolved
compared to the solution, which is seldomly the case. Therefore, consider-
ing the accuracy in environmental flow problems only in the mathemati-
cal sense as in Richtmyer and Morton [195] is not sufficient. The accuracy
should also be considered with a more pragmatic approach as opted for
by Haile and Rientjes [92] and Vreugdenhil [243, 244], where a solution
is considered accurate when the variation in the results due to uncertain
parameters becomes small and an engineer or policy maker can have con-
fidence in the results, taking into account the accuracy and uncertainty of
the data used for input, calibration and validation.

Of course, an increased mathematical accuracy formally decreases the
numerical errors made in the approximations, increasing the confidence in
the results and can, therefore, also be strived for. Developments in the direc-
tion of higher-order methods concern among others (Weighted) Essentially
Non-Oscillatory (ENO/WENO) methods, e.g. Jiang and Shu [113], Noelle,
Xing, and Shu [171], Shu [212], Xing [256], and Xing and Shu [257], Discon-
tinuous Galerkin (DG) finite element methods, e.g. Dumbser and Casulli
[73], Kubatko, Westerink, and Dawson [126], and Ringler et al. [196], and re-
search in the field of Large-Eddy Simulation (LES), e.g. Cevheri, McSherry,
and Stoesser [57], Kang et al. [116], and Rodi, Constantinescu, and Stoesser
[200]. A review and comparison of several higher-order WENO finite dif-
ference/finite volume and Discontinuous Galerkin methods is given in
Xing and Shu [258]. These approaches have been demonstrated to achieve
higher-order accuracy for certain academic benchmark cases. However, for
real river cases, with variable topography in combination with wetting and
drying, such methods have not yet been applied and the gain in accuracy is
still to be demonstrated. Additionally, such methods often come at higher
computational costs and accuracy means little to an engineer without effi-
ciency. Only a method that is both accurate and efficient provides a mod-
eller or engineer with an effective computation.
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Efficiency

The concept of efficiency embellishes two components: doing things fast
and only doing the necessary things. Doing things fast can be achieved
through efficient solution techniques or better hardware (and correspond-
ing, suitably-parallelized software).

Different types of efficient solution strategies were developed over the
years. Alternating Direction Implicit (ADI) methods and approaches build-
ing on these (see e.g. Leendertse [135] and Stelling [217]) were developed
more than 40 years ago, but are still hard to beat when it comes to com-
bined accuracy and efficiency. The semi-implicit solution technique for cou-
pled (shallow-water) equations developed by Casulli [44] does not perform
the directional splitting as in ADI, yet reduces the size of the algebraic sys-
tem of equations that is to be solved iteratively and thereby considerably
reduces the computational effort.

Besides the solution strategy, many methods were developed that ap-
ply some form of multi-resolution approach, where different components
of the solution process are handled on different resolutions or scales. Ex-
amples are multigrid methods (Brandt [27, 28], Hackbusch [91], Nabi et al.
[165], Trottenberg, Oosterlee, and Schüller [232], and Zhou et al. [267]), mul-
tiscale methods (Bresch, Klein, and Lucas [29], Lamby, Müller, and Stiriba
[128], Lee, Zhou, and Tchelepi [134], Müller and Stiriba [163], and Sagout,
Deck, and Terracol [204]), (adaptive) local grid refinement (Berger, LeVeque,
and Mandli [15], Berger and Colella [16], Brandt [27], Hess [99], Liang et
al. [141], Mitchell and Fulton [158], Stelling [219], and Trottenberg, Ooster-
lee, and Schüller [232]), coarse-grid projection (Lentine, Zheng, and Fedkiw
[138]), nested-grid modelling (Baranya, Olsen, and Józsa [10]), coupling of
models with different resolutions (Fringer, McWilliams, and Street [83]), or
hp-adaptivity in finite element methods (Kubatko, Westerink, and Dawson
[126]).

Combinations of these approaches, where a semi-implicit method is com-
bined with an approach involving multiple resolutions can be found in Ca-
sulli [46, 47], Casulli and Stelling [51], Lentine, Zheng, and Fedkiw [138],
Stelling [219], and Volp, Prooijen, and Stelling [240].

In recent years, a number of works have extended such multi-resolution
approaches or made combinations of the aforementioned methods to fur-
ther improve the efficiency and applicability, e.g. using MPI or GPU paral-
lelization, applications on unstructured grids, Algebraic Multigrid (AMG),
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application to the Navier-Stokes equations, Large Eddy Simulation (LES)
or Immersed Boundary Methods (IBM), see e.g. Kang et al. [116], Kashyap
et al. [117], Lv et al. [144], McAdams, Sifakis, and Teran [148], and Tai and
Zhao [227].

The work by Lentine, Zheng, and Fedkiw [138], originating from the field
of realistic animation and visualization, involves a coarse-grid projection,
where a part of the flow problem is set up on a high-resolution grid and
another part on a coarser grid. The equations are then solved on the coarse
grid, after which a projection is required to finally obtain the remaining
part of the solution on the higher resolution grid. This work concerns the
simulation of smoke, but the developed method appears to be generally
applicable.

The second way to obtain fast computations is by allocating improved
hardware. The increase in computational power that we have seen over
the past decades has stagnated due to power consumption and heat pro-
duction limitations on processor units. Further performance increase is
mostly achieved through parallel computing. Parallel computations on
many-cores (100-10000) are being performed ever more often (e.g. Dietrich
et al. [71]). However, the performance of such simulations is not yet suffi-
cient for reach-scale LES or Direct Numerical Simulation (DNS). Moreover,
the hardware required for such computations will not be available to most
(river) engineers in the foreseeable future.

As mentioned at the start of this section, a different way to improve the
efficiency is by only doing the necessary things. Of course, local grid re-
finement is already an example of this, but there are many ways to avoid
spending time on unnecessary computations. One such an approach is re-
lated to the so-called spin-up problem, referring to the length of spin-up
times to obtain adequate starting conditions for forecast simulations. Par-
ticularly in ocean-climate models, where obtaining the global equilibrium
state may involve computational periods in the order of 1000 years (see. e.g.
Bernsen [17], this is an important issue. However, also for high-resolution
river models, where flow patterns of different scales are present, the spin-
up time may take a considerable part of the total computation time, due to
the limited damping and longer travel distances of both initial waves and
waves interacting with the resolved topography.



1
1.1 numerical river modelling 7

1.1.3 On the computational grid and resolving the geometry

The computational grid

Traditionally, river models were 1D and the grid consisted of a network of
branches with prescribed cross-sections. With the emergence of 2D models,
grids became either rectangular with staircase boundaries or curvilinear
grids were applied to follow the river banks and bends. Nowadays, struc-
tured (rectangular, curvilinear), block-structured, locally-refined, unstruc-
tured and even adaptive or moving grids are commonly applied, see e.g.
Biron et al. [20], Conroy, Kubatko, and West [63], Gassmann [87], Holle-
man, Fringer, and Stacey [104], Ii and Xiao [108], Kang, Borazjani, and
Sotiropoulos [115], Kirkpatrick, Armfield, and Kent [121], Liang and Borth-
wick [140], Rosatti, Cesari, and Bonaventura [202], Sinha [213], Wenneker
[248], and Zelicourt et al. [264].

Grid generation has become a scientific field and an art form for itself.
Many commercial and free software packages are available, see e.g. Owen
[175] and Schneiders [206] for an overview. Yet what is the most suitable
type of grid depends on many factors: the problem to be solved, the re-
quired accuracy and efficiency, the range of spatial scales in the available
data, etc. It is well-known that the grid structure can have a significant ef-
fect on the computational results. The reader is referred to Ferziger and
Perić [77], Hirsch [100, Chapters 6 and 4.3] and Versteeg and Malalasek-
era [239, Chapter 11] and the references therein for a review on the use
of different grid structures. An important conclusion is that higher-order
schemes can easily loose an order of accuracy on non-uniform or unstruc-
tured grids.

The structure and resolution of the computational grid are often chosen
based on the geometry that is to be represented. For certain data-scarse
applications, the input data then needs to be downscaled or interpolated
to the computational grid. In other situations, where more data is available,
the input data (e.g. the geometry) needs to be upscaled or averaged to the
grid. For this reason, the grid and the input data are connected. This is
particularly critical for the specification of the geometry.

Resolving the geometry

High-resolution data is becoming ever more available through improved
remote-sensing techniques, e.g. Cobby, Mason, and Davenport [62], Dot-
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tori, Baldassarre, and Todini [72], Rabus et al. [192], and Westaway, Lane,
and Hicks [249]. The use of such high-resolution geometric data was rec-
ognized to be of key importance for accurate river modelling by a large
number of researchers, e.g. Bates and Roo [11], Bates et al. [12], Biron et al.
[20], Capart et al. [41], Casas et al. [42], Casas et al. [43], Cea and Vázquez-
Cendón [55], Defina [67], Fu and Hodges [85], Hardy et al. [96], Hodges
[101], Horritt, Bates, and Mattinson [105], Hunter et al. [106], Lane et al.
[129–131], Marks and Bates [147], McMillan and Brasington [153], Nicholas
and Mitchell [168], Olsen and Stokseth [172], Sanders, Schubert, and Gal-
legos [205], Schumann, Andreadis, and Bates [208], and Yu and Lane [261,
262].

In recent years a number of works have appeared where the river ge-
ometry was resolved with a higher resolution (i.e. with grid sizes < 10 m),
capturing the most important geometric scales. For short river reaches (e.g.
< 10 km) this was performed by e.g. Abad et al. [1], Baranya and Jozsa [9],
Constantinescu [64], Jia, Xu, and Wang [111], Kang et al. [116], Lane et al.
[129, 130], MacWilliams [145], McCoy [149], Paz et al. [180], Stoesser et al.
[222], Tritthart and Gutknecht [230], and Williams et al. [251].

High-resolution computations for reach-scale applications (> 10 km) are
seldomly found in the literature. One exception is (Patzwahl (2011), pers.
comm.), where a 3D non-hydrostatic UnTRIM model (Casulli and Walters
[52], Casulli and Zanolli [53], and Jankowski [110]) was setup for a 70 km
stretch of the Danube river, with a 3 m resolution in the main channel and
5–10 m resolution on the floodplains. The computations were executed on
192 computational cores. This application is close to the limit of the current
possibilities in numerical river modelling (see also Appendix A).

However, because most modellers and engineers do not have such re-
sources available, much research was invested in developing some intelli-
gent form of upscaling, often based on a cell porosity, to include the effect
of high-resolution subgrid variability of the geometry in coarse-grid mod-
els, see e.g. Bates and Roo [11], Bates et al. [12], Biron et al. [20], Capart
et al. [41], Casas et al. [42], Casas et al. [43], Cea and Vázquez-Cendón
[55], Defina [67], Fu and Hodges [85], Hardy et al. [96], Hodges [101], Hor-
ritt, Bates, and Mattinson [105], Hunter et al. [106], Lane et al. [129–131],
Marks and Bates [147], McMillan and Brasington [153], Neal, Schumann,
and Bates [166], Nicholas and Mitchell [168], Olsen and Stokseth [172],
Sanders, Schubert, and Gallegos [205], Schumann, Andreadis, and Bates
[208], and Yu and Lane [261, 262]. Some of such approaches make a dis-
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tinction between channels and floodplains, allowing the bottom friction to
act differently in the (deeper) channels and on the (shallower or dry) flood-
plains, see e.g. Neal, Schumann, and Bates [166]. These methods have all
been shown to greatly improve the results of coarse-grid computations.

A new subgrid1 method based on integration over subgrid topography
was recently developed by Casulli and Stelling (Casulli [46], Casulli and
Stelling [51], and Stelling [219]). The method has been demonstrated to al-
low computing on relatively coarse grids, applying higher-resolution topo-
graphical and land-use data on subgrid scale, without averaging or upscal-
ing the measured data to lumped values, but instead by integrating over
this data within computational cells. An important feaure of this method is
that wetting and drying is considered in a non-linear fashion, providing a
more stable reproduction of the wet-dry interface and resulting in a more
accurate volume representation, as demonstrated in Casulli [46], Casulli
and Stelling [51], and Stelling [219].

Traditionally, numerical river models are assumed to be dominated by a
balance between pressure gradient and bottom friction (see e.g. McGahey,
Samuels, and Knight [152]). However, at grid resolutions where the topog-
raphy is (partly) resolved and velocity gradients and turbulence generated
by these topographical features are captured on the grid, other terms such
as momentum advection and turbulent diffusion become more important
in the governing flow equations. For this range of grid resolutions, there
is a need to address the accuracy of the approximation/discretization of
these terms, in particular for river computations, to meet the requirements
on the accuracy of the applied numerical models.

1.1.4 On turbulence modelling and momentum advection

Turbulence modelling

For river models on finer computational grids, turbulence becomes impor-
tant. The exchange between high-velocity regions and still-water zones and

1 Here the term subgrid is not to be confused with the terminology used in turbulence models,
although it has a similar meaning. In the mentioned subgrid methods, the term subgrid
refers to quantities which are included at a resolution finer than the computational grid,
just as in the Sub-Grid-Scale (SGS) models known in turbulence modelling. The difference
with the terminology as it is used in turbulence modelling, is that in Casulli and Stelling’s
subgrid method, certain quantities are actually known on subgrid resolution and included
in the model by integrating over subcells.
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the emergence of vortices can be captured on the grid. The Reynolds num-
bers in rivers are so high that the flow can be considered fully turbulent
(e.g. Rodi [199]). Only a very thin part of the boundary layer is in the lam-
inar range. This part is, however, seldomly resolved by the computational
grid. A Direct Numerical Simulation (DNS) of a river would involve all
turbulence scales and would not require a turbulence model. Such simu-
lations are not feasible in practice and will remain so for quite some time
in the future (Rodi [199]). Thus, for common numerical river models with
limited resolution, turbulence modelling is required to include the effect of
turbulent fluctuations and mixing that is not represented on the grid (both
in space and time).

Depending on the application, the scale of the problem and the amount
of detail required to answer the engineering/research question, differ-
ent turbulence approaches/models are applied in river computations.
For commonly applied moderate resolutions, river models are based
on Reynolds-averaging, leading to the Reynolds-Averaged Navier-Stokes
(RANS) equations or after applying the hydrostatic pressure assumption,
the Shallow-Water Equations (SWE). In RANS models, either simple alge-
braic (zero-equation) turbulence models, such as Prandtl’s mixing-length
model (Prandtl [190]), which after averaging over the vertical approxi-
mately leads to the Elder model (Elder [75]), or one- or two-equation tur-
bulence models, such as the k− ε (Jones and Launder [114] and Rodi [198])
or the k−ω model (Wilcox [250]) are applied.

For more detailed investigations at higher-resolutions, Large-Eddy Sim-
ulation (LES) is applied. Also in the river engineering community, LES is
gaining popularity as can be seen from recent applications, such as Cevheri,
McSherry, and Stoesser [57], Constantinescu [64], Kang et al. [116], Kashyap
et al. [117], McCoy, Weber, and Constantinescu [151], Rodi, Constantinescu,
and Stoesser [200], Sagout, Deck, and Terracol [204], and Van Balen, Uijt-
tewaal, and Blanckaert [237]. In LES, the Smagorinsky model (Smagorin-
sky [214]) is often applied as subgrid-scale turbulence model. It should
be noted that a similar approach derived from Prandtl’s mixing length
concept (sometimes combined with Elder’s model) is regularly applied in
RANS models (see e.g. Wu, Wang, and Chiba [255]).

Different turbulence models are thus applied at different resolutions, but
the effect or meaning of the turbulence model also changes with the grid
resolution, as already noted by Madsen, Rugbjerg, and Warren [146]. In
coarse 2D models, the turbulence model is often only used to introduce
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some mixing/diffusion and to damp nonlinear build-up of energy on the
smallest resolved scales (so-called 2∆x waves). In high resolution 3D com-
putations, the aim of the turbulence model is to represent the turbulent mo-
mentum exhange and transfer of turbulent energy across different scales
(the energy cascade, see. e.g. Nieuwstadt [169] and Pope [189]). A recent
overview of the applicabilty of different turbulence models is given by Rodi
[199].

One important remark on turbulence modelling needs to be made. In en-
gineering practice, the notions of turbulence and turbulence modelling are of-
ten erroneously assumed to be directly related and even used as synonyms.
Turbulence is a physical process, referring to mixing due to (chaotic) vorti-
cal motion, causing energy and momentum transfer across different scales
of motion (the energy cascade). Turbulence modelling is an approach to
include the effect of certain missing processes on smaller scales. In RANS
modelling, it is used for solving the closure problem introduced in the
governing equations due to spatial and temporal (Reynolds-)averaging. In
LES it is used for adding the necessary dissipation at scales smaller than
the grid resolution. In the Navier-Stokes equations, no "turbulence term" is
present, only molecular diffusion. The Reynolds stresses that emerge from
the averaging, originate from the nonlinear momentum-advection term, as
also noted e.g. in Hirsch [100] and Rodi, Constantinescu, and Stoesser [200].
The fact that these terms are then transformed to a viscous term through
an eddy-viscosity coefficient (Boussinesq approximation), unfortunately re-
sults in the fact that researchers and modellers focus on the computation
of the eddy viscosity using a turbulence model and on the associated diffu-
sion or mixing that is then modelled. Turbulence itself is, however, not a vis-
cous process, but a chaotic vortical process. Only at the smallest scales the
viscous effects become dominant. The vortical motion comes from momen-
tum advection. The author therefore underlines that one cannot perform
turbulence modelling, without considering the momentum-advection ap-
proximation and its properties (accuracy, momentum/energy conservation,
numerical diffusion). The relative importance of the turbulence model and
the momentum-advection scheme strongly depends on the chosen grid res-
olution and the geometrical and temporal scales of a particular flow prob-
lem. An example of research which aims to exploit this connection between
the advection scheme and the turbulence model can be found in the field
of Implicit LES (ILES) models see e.g. Boris et al. [26], Grinstein, Fureby,
and DeVore [90], and Rodi, Constantinescu, and Stoesser [200].
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Momentum advection

Advection is an important component in many applications, including at-
mospheric/meteorologic predictions, pollutant transport, ocean modelling,
and also in Computational Fluid Dynamics (CFD) applications for the de-
sign of aircraft, cars or ships. For this purpose, the development of accurate
and efficient advection schemes has been an important research topic for
many decades. Early developments concerned finite difference approxima-
tions to the linear and nonlinear advection/transport equation, focusing
on numerical accuracy, stability and consistency and formed the basis of
all modern Eulerian schemes, see e.g. Boris and Book [25], Forester [80],
Fromm [84], Godunov [89], Lax and Wendroff [132], Leonard [139], Richt-
myer and Morton [195], Roache [197], Stelling [217], and Van Leer [238]
and the references therein.

Nowadays, advection schemes are developed within many contexts,
depending on the application (and the background of the researcher).
Schemes can be based on finite difference, finite volume, finite element
or spectral methods, concern linear or nonlinear advection, Eulerian, La-
grangian or mixed approaches, low-order or higher-order methods, involve
limiters or filters or specific (e.g. ENO/WENO) reconstructions for main-
taining positive and non-oscillatory solutions and can have different con-
servation properties for momentum, energy, vorticity or enstrophy. To the
author’s knowledge no work in literature is known where all possible ap-
proaches are compared. Nevertheless, some excellent reviews can be found
in Kent et al. [118], Rood [201], Thompson [228], and Waterson and Decon-
inck [246].

The advection of momentum is a nonlinear term in contrast to advec-
tion of a scalar such as temperature or a tracer. Therefore, the develop-
ment of higher harmonics and the (possible) build up of energy at shorter
scales/wave lengths must be taken into account when considering momen-
tum advection.

To avoid treatment of the nonlinearity and emergence of the Courant cri-
terion for stability, Eulerian-Lagrangian methods were developed, where
the advection term is included in the material derivative, which is then
approximated directly (i.e. local and advective acceleration together) using
a Lagrangian tracking algorithm, see e.g. Casulli and Cheng [50], Ham,
Pietrzak, and Stelling [94], Jankowski [110], Lentine, Grétarsson, and Fed-
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kiw [137], Lin and Rood [142], Rosatti, Cesari, and Bonaventura [202], Stan-
iforth and Côté [216], Wang, Zhao, and Fringer [245], and Zhao [266]).

New developments within standard Eulerian advection schemes for
momentum transport are mostly found in the direction of ENO/WENO
schemes, Riemann-solvers and Discontinuous Galerkin approaches, in par-
ticular for unstructured grids. Most of the works focus on the respresenta-
tion of discontinuous solutions (shocks, dambreaks) for certain benchmark
cases (see .e.g Caleffi and Valiani [38], Caleffi, Valiani, and Li [39], Dumbser
and Casulli [73], Kubatko, Westerink, and Dawson [126], Noelle, Xing, and
Shu [171], Ricchiuto [194], Ringler et al. [196], Toro and Garcia-Navarro
[229], Xing [256], Xing and Shu [257], and Xing and Shu [258]. To the au-
thor’s knowledge, no reporting is available in literature on the application
of such approaches for real-world environmental flow situations with com-
plex geometry and wetting and drying.

Adhering to the directional/transporting character of advection, often
some form of upwind discretization is applied for obtaining stable approx-
imations. This inclusion of an upwind term causes the emergence of nu-
merical errors, commonly in the form of numerical diffusion or dispersion
(depending on the order of accuracy of the approximation). All the afore-
mentioned works in this section aim at reducing these errors, while main-
taining stable solutions. The link between this numerical diffusion and the
modelling of turbulent diffusion by a turbulence model was established
by researchers working in the field of Implicit LES (ILES), as mentioned
already above, see e.g. Boris et al. [26], Grinstein, Fureby, and DeVore [90],
and Rodi, Constantinescu, and Stoesser [200].

Overviews of many different advection schemes and approaches can be
found in Durran [74], Ferziger and Perić [77], Hirsch [100], LeVeque [133],
and Versteeg and Malalasekera [239]. A recent example concerning the ef-
fect of discretization errors in the advection scheme on the accuracy in
ocean models can be found in Mohammadi-Aragh et al. [160] and simi-
larly for the accuracy in atmospheric studies in Schroeder, Schlünzen, and
Schimmel [207].

1.1.5 On wetting and drying

Rivers have banks or levees on both sides, often with connected floodplains,
and sometimes with urban areas or other economical property, which are
all prone to flooding during high water levels. In general, the water level
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will move, making wetting and drying an indispensible component of a
numerical river model.

The accurate and, above all, robust representation of wetting and drying
has been a long-term challenge as can be seen from the many papers on
the topic, see e.g. Atzeni et al. [6], Balzano [7], Begnudelli and Sanders [14],
Brufau and García-Navarro [30], Bunya et al. [33], Capart et al. [41], Defina
[67], Hof and Vollebregt [102], Liang and Borthwick [140], Molinaro, Di Fil-
lippo, and Ferrari [162], Ricchiuto [194], and Yu and Lane [261]. In many of
these approaches, some form of a flooding/drying threshold is introduced
to (temporarily) exclude dry cells or cell edges from participating in the
solution. Also, very often oscillations and large velocity variations were
identified near the wet/dry interface due to the vanishing water depth.

Using the subgrid topography approach of Casulli and Stelling (Casulli
[46], Casulli and Stelling [51], Sehili, Lang, and Lippert [209], Stelling [219],
and Volp, Prooijen, and Stelling [240]), already mentioned in section 1.1.3,
these variations and oscillations are greatly reduced or diminished due to
the nonlinear treatment of the volume (or continuity) equation. The method
was mostly tested on schematic cases and estuarine applications involving
friction-dominated flow over large shallow areas. The effectivity of the ap-
proach for river or channel flow was only considered in Stelling [219], for
the flow through a 180

◦ bend with a dry inner bank.

1.1.6 On model dimensionality and other topics

Model dimensionality

As mentioned in section 1.1.1, river models traditionally concerned 1D or
coarse 2D models, resolving only the global geometric features on the com-
putational grid. Lane et al. [129] compared 2D and 3D model results for the
flow in a river confluence and found that 2D and 3D model schematisations
react differently to geometry and roughness variations. The confidence in
model results and the predictive capabilities were higher for the 3D model,
despite limitations due to the need for accurate boundary condition speci-
fication.

The choice in model dimensionality will likely be determined by the size
of the domain that is to be modelled, the foreseen grid resolution and the
available computational resources. Therefore, for large-scale applications
(> 100 km), 1D and coarse 2D models will probably still be used in the
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next decades. However, higher resolution 2D and 3D models may become
feasible due to increased computational resources and improved (geomet-
ric) data resolution and quality.

Three-dimensional modelling is already common practice in other sci-
entific and engineering fields, e.g. coastal, ocean or lake modelling, atmo-
spheric computations, but also in the aerospace and automotive industry.
In the river modeling community, the application of 3D models gained
in popularity approximately twenty years ago, where researchers started
applying 3D models to simulate detailed local flow phenomema near hy-
draulic structures, such as groynes or weirs and in bends, see e.g. Abad
et al. [1], Baranya and Jozsa [9], Fischer-Antze et al. [78], Hardy et al. [97],
Jia, Xu, and Wang [111], Kashyap et al. [117], Lane et al. [129], Lege, Alexy,
and Kellermann [136], Nihei, Kato, and Sato [170], Patzwahl, Jankowski,
and Lege [179], Van Balen, Uijttewaal, and Blanckaert [237], and Wu, Rodi,
and Wenka [254].

With the emergence of three-dimensional river models, the vertical dis-
cretization, the turbulence model and (wall/bottom) boundary conditions
require more attention. Traditionally, either a σ- or z-layer discretization has
been applied in the vertical. When applying a σ-layering, one has the ad-
vantage that the grid nicely follows the topography and that all cells have
neighbours, allowing for relatively straightforward discretizations. How-
ever, disadvantages are that 1) for steeper topography, e.g. near groynes
and banks, the sigma-transformation suffers from the so-called hydrostatic
inconsistency, see e.g. Haney [95], Mesinger [154], and Stelling and Van
Kester [221] and 2) that excessive vertical resolution is applied in shallower
areas, e.g. on the floodplains, reducing the efficiency of the model. On
the other hand, geopotential z-layer models have simple horizontal dis-
cretizations and can handle steep slopes without difficulty (disregaring the
invalidity of the hydrostatic pressure assumption near such slopes), but
they do not follow the topography and free-surface and, therefore, the dis-
cretization requires special attention near these boundaries. A well-known
example is the computation of the bed shear stress on the staircase bottom
boundary, which causes problems (see e.g. Bijvelds [18] and Pietrzak et al.
[184]).
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Other topics

Several unmentioned topics are also relevant in numerical river modelling.
These topics concern among others, river morphodynamics (see e.g. Mewis
[155], Nabi et al. [165], Ottevanger [173], Sukhodolov, Uijttewaal, and En-
gelhardt [224], Volp et al. [241], Volp [242], Wu [253], Yossef [259], and
Yossef and Vriend [260]), flow in bends (e.g. Blanckaert and Graf [22], Blanck-
aert et al. [23], Jia et al. [112], Mewis [155], Ottevanger [173], Ottevanger
and Balen [174], Syme [225], Tritthart and Gutknecht [230], and Van Balen,
Uijttewaal, and Blanckaert [237]), the effect of vegetation (see e.g. Ali [4],
Baptist et al. [8], Defina and Bixio [68], Fischer-Antze et al. [78], Galema
[86], Huthoff [107], Nepf [167], Shields, Coulton, and Nepf [211], and Wu
[253]) and non-hydrostatic modelling (e.g. Ai and Jin [3], Altinakar, Miglio,
and Leupi [5], Busnelli [36], Casulli [45], Casulli and Zanolli [53], Cea,
Stelling, and Zijlema [54], Constantinescu [64], Fringer, Gerritsen, and
Street [82], Hervouet and Jankowski [98], Jankowski [109, 110], Tritthart
and Gutknecht [230], Ullmann [236], Wols [252], Zhao [266], and Zijlema
and Stelling [268]). Since other researchers have spent considerable effort to
improve the accuracy and efficiency of the numerical approaches for these
issues, and to limit the scope of the present work, they are left out of the
scope of this thesis.

1.2 challenges for today’s river modeller

1.2.1 Setting up an appropriate model

In section 1.1, several important aspects of numerical river modelling were
briefly addressed. For today’s river modeller, the question remains:

"How to set up an appropriate model for my application?"

where in the present thesis, appropriate means sufficiently accurate for an-
swering the research or engineering question with confidence in model
results and sufficiently efficient for providing these answers within the
available amount of time.

Numerous very general and robust modelling systems are available
worldwide for modelling free-surface (river) flows. Commonly, the choice
for a river modeller is limited to those system(s) that is/are available within
his/her institution or company. The choice is either between different mod-
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els, or between different methods within the models (grid structure, tur-
bulence model, advection scheme, etc.). Modelling systems are most often
based on finite difference, finite volume or finite element discretizations.
Each of these approaches has its own advantages and disadvantages when
it comes to accuracy, efficiency, conservation (of mass, momentum, energy
and transported constituents) and robustness/stability.

At moderate resolutions, where the topography is partly resolved and
resulting velocity gradients are represented on the computational grid (the
scope of this thesis), the choices for an adequate turbulence model and
advection scheme for momentum transport become important. Of course,
also the grid type and the actual resolution, in particular in relation to the
scales of the geometry are known to influence the results (see section 1.1.3).
Since not all available systems are able to model 3D flows, an important
criterion for choosing a certain modelling system, is the model dimension-
ality (see section 1.2.6). Another deciding factor can be the implemented
wetting and drying algorithm, in particular when flooding scenarios are
to be simulated, but also when (quasi-)stationary solutions are sought in
a partially-wet domain. In the remainder of this section, these topics are
briefly considered, illustrating the important – and often difficult – choices
a river engineer is faced with in setting up a numerical model.

1.2.2 Choosing the grid type

Some modelling systems are based on a certain grid type (e.g. structured
quadrilaterals or unstructured triangles) and others offer hybrid discretiza-
tions, sometimes even offering penta- or hexagonal cells/elements. Just as
with the vertical layering types, each grid type has its own advantages and
disadvantages and no type of grid has been found to yield systematically
improved results for a wide range of applications (see e.g. Ferziger and
Perić [77]). In general, it can be said that higher-order accuracy is more
easily achieved on structured grids than on unstructured grids, at least
for finite difference and finite volume schemes and that transitions in grid
structure (e.g. from quadrilateral to triangles) locally reduce the accuracy
of the approximations. Finite element discretizations achieve their order
within elements and therefore the order of the scheme can be achieved
irrespective of the grid structure.

Unstructured or locally-refined grids offer the possibility to better ap-
proximate the domain geometry. On the other hand, with the emergence of
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subgrid (topography) methods as those developed by the references men-
tioned in section 1.1.3 and in particular by the integral method from Ca-
sulli [46], Casulli and Stelling [51], Stelling [219], and Volp, Prooijen, and
Stelling [240], the need to follow the geometry with the computational grid
may be relaxed as the topography is automatically resolved on subgrid
level (see also chapter 4). With this new method, the modeller also obtains
some more flexibility in the choice of the computational grid resolution.

1.2.3 Choosing the grid resolution

As mentioned before, the grid resolution not only determines the level
of detail of the model results, but it also determines which other model
settings or components are important (e.g. the turbulence model, the ad-
vection scheme, non-hydrostatic modelling). The choice for a certain grid
resolution is, however, mostly determined by the size of the model domain
and the available computational resources.

To illustrate how the size of the model domain, the grid resolution and
the computational (CPU) time are related and to provide some insight in
what grid resolution is feasible with present-day resources, a schematic
analysis was performed to estimate the required CPU times for simulating
a river stretch with the following characteristic dimensions:

• length L of 100 km,

• width W of 1 km.

Within the analysis, river computations have been categorized in two
classes: either as short-term (often steady-state) or long-term (often dy-
namic) runs, where the former mostly focuses on obtaining water levels
for ship navigation or establishing dike heights and the latter aims at gain-
ing insight in long-term flooding frequency or river morphodynamics.

Making certain assumptions on the applied computational model and
grid, the time step size and flow characteristics, a relation was established
relating the total CPU time to the grid size ∆x, for both classes of com-
putations (see Appendix A for more details on the analysis). For a typical
range in model efficiency, a bandwidth of feasible computations can be es-
tablished, both with and without parallel computations, for the two classes
of river computations. This is illustrated in Figure 2, which shows a double
logarithmic plot of the two relations, where the range of model efficiency
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Figure 2: Schematic representation of the increase in CPU time with increasing
resolution. The shaded area represents a representative bandwidth of
model efficiency. The hatched regions I–IV indicate the ranges of feasible
computations with and without parallel High Performance Computing
(HPC).

is represented by the two shaded bands (one bandwidth for the short-term
and one for the long-term computations). From the figure one can directly
see what CPU times would be approximately necessary to perform compu-
tations at a certain grid resolution. Of course, CPU times can be reduced
by parallel computing.

As an indication of feasible grid resolutions, two characteristic CPU
times have been chosen: the first for a one-day computation, below which
all computations are feasible without parallel High-Performance Com-
puting (HPC) and one for a 1000-day CPU time, indicating the range of
computations that is feasible when HPC resources are available, assuming
a maximum parallel speed-up of 1000 (resulting again in a CPU time of
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one day or less). It can be seen that – depending on the model efficiency
– there is an overlap of the different feasability regions. For clarity, four
regions have been indicated:

Region I : (hatched southwest-northeast) indicates the most performant
range of short-term computations, where computational times
up to 1000 days are accelerated using parallel HPC to around
one day (parallel speed-up factors of up to 1000 required).
These computations are not feasible without HPC. The region
is bounded approximately between grid sizes 1 < ∆x < 20 m,
where the bandwidth of short-term computations then indicates
the computational times without parallel speed up.

Region II : (hatched southeast-northwest) indicates the range of short-term
computations feasible also without HPC. Simulations in this re-
gion are feasible using grid sizes of approximately ∆x > 10 m,
where the bandwidth of short-term computations then indicates
the computational times corresponding to a certain grid size.

Region III : (hatched vertically) indicates the range of long-term computa-
tions feasible only with HPC (serial CPU times up to 1000 days).
The region lies between approximately 3 < ∆x < 60 m, where
now the bandwidth of long-term computations indicates the
computational times without parallel speed up.

Region IV : (hatched horizontally) indicates the range of long-term compu-
tations feasible also without HPC. These simulations are fea-
sible with grid sizes of approximately ∆x > 30 m, where the
bandwidth of short-term computations again indicates the com-
putational times corresponding to a certain grid size.

As can be seen from Figure 2, the grid resolution required for resolving
all geometric scales (bed forms, hydraulic structures, bends, etc.) is often
not feasible. There appears to be a gap between required and feasible grid
resolutions. In the choice for an adequate grid resolution, a modeller, there-
fore, often has to decide which processes and scales are to be represented
on the computational grid and which are to be included using some type
of subgrid parameterization. For this reason, the choice for the grid reso-
lution is not straightforward and often the final resolution is chosen after
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a number of preliminary computations, where the grid size is varied to
determine the influence on the results.

The figure indicates that all computations with grid sizes ∆x < 1 m
(termed LES computations in the figure) are not feasible yet for large-
scale river computations, even with parallel computing. In particular for
dynamic, long-term computations, this will most likely remain so for quite
some time in the future, unless there is a considerable increase in computa-
tional performance or a change in the way the topography is discretized in
a numerical model, e.g. using the subgrid method by Casulli [46], Casulli
and Stelling [51], and Stelling [219].

It is to be noted that actual grid convergence studies are often difficult,
both due to the nonlinearity of the governing equations and due to the
fact that also the geometry resolution often changes with the grid. When
smaller scales are represented on the grid, different processes with different
(turbulent) characteristics may emerge, causing the results not to ’converge’
with grid refinement. This, however, has nothing to do with the formal
convergence properties of the method. Nevertheless, such grid refinement
studies often aid in choosing the correct grid resolution and in gaining
confidence in model results.

1.2.4 Choosing a turbulence model

As mentioned in section 1.1.4, different turbulence models are applied at
different model resolutions. Whether a mixing length approach, an Elder
model, k− ε, k− ω or an LES approach is appropriate for an application,
depends on the aim of the computation. Is the aim to model the effect of
additional mixing due to increased bottom friction in shallower areas in
a steady-flow application? Then the Elder model may suffice. Is the aim
to model vortex shedding from the tip of a groyne? Then a model that
includes the transport (advection) of turbulent kinetic energy, such as the
k− ε or k−ω model or perhaps a high-resolution LES is required.

An additional complication in shallow-water flow models, is the
anisotropy of horizontal and vertical scales. The limited vertical extent,
compared to the horizontal dimensions, causes the emergence of quasi-two-
dimensional coherent structures/eddies (see e.g. McCoy, Constantinescu,
and Weber [150], Prooijen, Booij, and Uijttewaal [191], Uijttewaal [234], Ui-
jttewaal, Lehmann, and Mazijk [235], and Weitbrecht, Socolofsky, and Jirka
[247]. For this purpose, in 2D computations, sometimes specific depth-
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averaged turbulence models (see. e.g. Bijvelds [18], Bijvelds, Kranenburg,
and Stelling [19], Rastogi and Rodi [193], and Wu, Wang, and Chiba [255]
are applied and in 3D applications, different horizontal and vertical turbu-
lence models are used, e.g. by Bijvelds [18].

At the presently-applied higher resolutions, we are now somewhere in-
between RANS and LES modelling. A part of the energy transfer and mo-
mentum exchange is resolved on the grid (both in space and in time), rep-
resenting the turbulent energy cascade. However, not all relevant scales
are well-represented and the applicability of the different available turbu-
lence models may need to be revisited for this range of resolutions. One
can question whether the methods developed 40–60 years ago, such as the
k − ε (Jones and Launder [114] and Rodi [198]) and Smagorinsky model
(Smagorinsky [214]), are valid for the present spatial and temporal scales,
including the resolved topography.

However, the turbulence model is not the initiator of turbulence. With
insufficient grid resolution – even with a sophisticated turbulence model
– no turbulent flow structures will develop, since the required amount of
energy cannot accumulate on the smaller scales due to nonlinear interac-
tions. For this purpose, the choice for a specific turbulence model cannot be
made without at least thinking about, but preferably quantifying to some
extent, the numerical diffusion from the momentum advection scheme (for
the chosen grid resolution), as discussed in the next section and in sec-
tion 1.1.4).

1.2.5 Choosing a momentum advection scheme

Turbulent structures are generated by momentum advection. Therefore, in
a numerical model, the properties of the advection scheme determine the
scales of the turbulent structures that are generated and the amount of
energy that is present at the smallest scales that can be represented on the
grid. This is a very delicate balance: on the one hand, this energy forms
the basis of the emergence of larger turbulent structures/eddies and on
the other hand, this energy needs to be suitably dissipated to avoid the
unphysical build-up of energy on this scale.

Schemes that do not dissipate enough (e.g. central schemes), therefore,
show oscillations when nonlinear interactions cause steepening of a sig-
nal. Conversely, schemes that dissipate too much (e.g. first-order upwind
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schemes) allow less energy build-up on the smallest scales, and therefore
require finer grids to show the initiation of turbulent eddies.

The importance of the choice for an adequate advection scheme (if one
has the choice), is sometimes underestimated. The effect of the advection
scheme on model results can often best be demonstrated by switching off
the advection term. The effect can be compared to the hydrostatic pressure
assumption in 3D computations. Due to this assumption, where the vertical
acceleration (incl. advection) terms are omitted, the acceleration of the fluid
in the vertical becomes ’free’, i.e. the flow can accelerate over an obstacle
without requiring energy to do so. Therefore, in hydrostatic computations,
no vertical recirculation will be found (unless other discretization errors
cause the flow to separate from the bottom). Similarly, when switching off
the (horizontal) advection terms, any horizontal acceleration will become
’free’, i.e. the flow can pass around any obstacle (e.g. a groyne), without de-
taching – because it can freely accelerate – and no horizontal recirculation
will be found. This can easily be verified using numerical tests.

Therefore, the emergence of turbulence is strongly related to the prop-
erties of the advection scheme. How the energy is dissipated at the grid
scale should be determined by the turbulence model. However, as men-
tioned above, the advection scheme also has discretization errors, often
acting as a (numerical) diffusion term. The total amount of diffusion or
dissipation is, therefore determined by both the advection scheme and the
turbulence model. They cannot be considered separately, as was also no-
ticed by reseachers in the field of Implicit Large-Eddy Simulution (ILES),
see e.g. Boris et al. [26], Grinstein, Fureby, and DeVore [90], and Rodi, Con-
stantinescu, and Stoesser [200].

1.2.6 Choosing the model dimensionality

As mentioned in section 1.1.6, most present-day river models concern 2D
depth-averaged models. The choice for a 3D model, may be required when
vertical flow variation is expected, e.g. for the flow over steep topography
or hydraulic structures, for the flow in (strong) bends, for flows with tem-
perature or salinity stratification or in case of strong wind effects. With this
choice, it should be noted that in reality the topography may be gradually-
varying, but that due to the projection on a grid, it may become locally
steep.
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Common 3D models either apply a σ- or a z-layering, or some combi-
nation in the vertical (see e.g. Bijvelds [18]). The choice for a certain lay-
ering type will depend e.g. on the steepness of the topography, the rela-
tive extent of the main channel and the floodplains and on the required
efficiency. When a 3D model is considered for an application, also the tur-
bulence model (and possible ansitropic treatment of the horizontal and
vertical, see section 1.2.4) may need to be revisited and one may need to
reconsider the hydrostatic pressure assumption and think about applying
a non-hydrostatic model.

1.2.7 General remarks

Depending on the aim of a certain project, the focus can be more on ac-
curacy or more on efficiency. This will ultimately determine the choices
described in the previous sections. Experimenting with different options
and visually inspecting the results cannot be avoided. In particular when
limited validation data is available, an important issue is the confidence in
model results. With all the different options and settings available, one can
only get confidence in the model results by investigating the effect of the
different options, preferably in combination with different grid resolutions.

For a river engineer or modeller, the challenge is obtaining an overview
of the applicability of the different available models and methods, such
that not all possible combinations of settings and options need to be inves-
tigated for a certain application. For this purpose, today’s river engineer
needs to have a strong background in physics and numerics and a level of
understanding of the applied methods that is comparable to that of the de-
veloper of the simulation system. In the remainder of this thesis, it will be-
come clear that many of the different components are interconnected and
that the choices listed in the preceeding sections can seldomly be made
without considering the other aspects. To aid the modeller to some extent,
a list of questions is provided here, that can help in setting up a numerical
river model:

1. Are three-dimensional processes expected to play a role, either due
to vertical recirculation behind obstacles or in bends, or due to wind
effects?

2. Is steep topography present in the model? Here it is to be noted that
the topography may be gradually-varying in the continuous repre-
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sentation, but that it may be considered steep in the discrete repre-
sentation on the grid.

3. Which processes/scales are represented on the grid and which are to
be handled by turbulence models or other subgrid approaches?

4. How can the grid be constructed, such that all obstacles are properly
represented, that either steer or block the flow or significantly limit
the flow cross-section?

5. Are dynamic turbulent processes, e.g. vortex shedding, anticipated?

6. What type of momentum advection schemes are available and is there
any experience as to how much numerical diffusion is to be expected
from them?

7. Are the anticipated spatial and temporal resolutions more in the
range of RANS or LES?

By carefully giving these questions some thought before setting up a
model, a considerable time can be saved in changes to that model after-
wards, based on (unexpected) results from preliminary model runs.

1.3 aim of the thesis

The primary aim of this thesis is to identify and develop methods suitable
for accurate and efficient 2D and 3D river computations. Here, a method
is considered accurate when it adequately predicts the total flow resistance
and the corresponding water levels, needed for flooding and ship navi-
gation studies, as these are considered the most important aims in river
engineering.

To obtain accurate predictions, the model needs to have sufficient resolu-
tion, where certain key topographical features (e.g. groynes) are resolved.
However, for efficiency, the grid needs to be as coarse as possible, conform
the gap between required and feasible grid resolution as introduced in sec-
tion 1.2.3. This gap is to be addressed by investigating the possibility to
develop an efficient solution algorithm based on the subgrid method from
Casulli [46], Casulli and Stelling [51], and Stelling [219], for effectively sim-
ulating quasi-steady river flow.
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As mentioned in the previous sections, at topography-resolving resolu-
tions, other terms in the governing equations become important. For this
purpose, the accuracy of several commonly-applied methods both for mo-
mentum advection and for turbulent diffusion is reviewed, with a focus on
relatively coarse, but geometry-resolving grid resolutions.

For 3D river (flooding) computations, the use of a z-layer model offers
a gain in efficiency by avoiding the use of excessive vertical resolution in
shallow areas. For this purpose, particular attention is paid to resolving
the well-known problem of accurate representation of bed shear stress and
vertical turbulent profiles in 3D z-layer models for rivers, addressed in
section 1.1.6.

A secondary aim is to create some awareness for the sometimes large
effects of certain seemingly small choices for a river modeller (as expressed
by the subtitle of the present thesis). In particular, the artificial backwater
effect due to the momentum advection scheme in 2D computations and the
effect of the vertical layering and the turbulence model on the bed shear
stress and vertical flow structure in 3D computations is investigated. For
this purpose, chapters 2 through 4 have titles that express the combination
of specific modelling choices and their corresponding physical aspects.

Based on these aims, the research questions of the thesis were formulated.
They can be found in section Research questions.

1.4 scope of the thesis

The work in this thesis concerns numerical approximations for free-surface
flows, with a focus on low-land and inland river flows, i.e. with mild slopes
and without salinity transport or tidal influence. The considerations in this
work are particularly of interest for quasi-steady applications, where the
accuracy of the time integration is of subordinated importance.

For practical purposes, the focus of this work is on computations with a
limited grid resolution, for which the performance of the considered meth-
ods is investigated. By limited grid resolution, a resolution is meant where
the important geometrical (or flow) features are resolved using a moderate
number of grids cells (commonly between one and ten cells).

The investigations for z-layer models in Chapter 3 are not restricted to
river applications and also apply to oceanographic or estuarine modelling,
although the bottom shear stress and the effect of the bottom boundary
layer on the vertical profiles is less important for such applications (see e.g.
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Kleptsova, Pietrzak, and Stelling [123] and Kleptsova, Stelling, and Pietrzak
[124]).

The investigations in this thesis involve finite volume and finite differ-
ence methods on staggered grids, with a semi-implicit time integration
method, where the horizontal advection and diffusion terms are discretized
explicitly and both the free-surface gradient and the bottom friction term
are discretized implicitly in the momentum equations (see e.g. Casulli [44],
Casulli and Cattani [48], Casulli and Stelling [51], and Stelling [219]). This
choice was made as it is the author’s opinion that this is the best com-
promise between accuracy and efficiency at moderate grid resolution. For
simplicity, we only apply structured grids, both horizontally and vertically
(layered, σ- or z-layering). However, the concepts from Chapter 3 are also
applicable to horizontally unstructured grids.

1.5 outline of the thesis

In this thesis we discuss a number of important computational ingredients
of numerical river modelling. First in Chapter 2, we address the advection
scheme for momentum transport and investigate to what extent it has a
numerical/artificial contribution to the backwater in rivers. In this chapter,
research questions 1 and 2 are answered. Next, in Chapter 3, we discuss
the development of an accurate and efficient 3D z-layer model for river ap-
plications. Here we consider the bottom shear stress computation and the
vertical turbulence model and how its implementation details can affect
the development of the bottom boundary layer and the vertical profiles of
e.g. velocity and turbulent eddy viscosity in river models. The representa-
tion of the bottom shear stress and the effect of the layering distribution
on the accuracy of the results is investigated in combination with the k− ε

turbulence model. Here, research questions 3 and 4 are answered.
Third, in Chapter 4, we present a new solution strategy for the efficient

simulation of quasi-steady river flow, applying an approach that combines
a recently developed semi-implicit subgrid method (Casulli [46], Casulli
and Stelling [51], and Stelling [219]) with a hierarchical-grid solution strat-
egy. The method allows the incorporation of high-resolution data on sub-
grid scale to obtain a more accurate and efficient hydrodynamic model.
Additionally, the method provides automatic insight in grid convergence,
by supplying the modeller with computational results on a sequence of (hi-
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erarchically) refined grids. This chapter answers research questions 5 and
6.

The thesis is finalized in Chapter 5 by summarized answers to the Re-
search questions, followed by the general conclusions and an outlook to fur-
ther possible research.
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This chapter is accepted for publication as Platzek et al. [188]: "River computa-
tions: artificial backwater from the momentum advection scheme" in the Journal

of Hydraulic Research.

T he established method for determining dike heights and dimen-
sioning river training structures is to assess the resulting backwater
by numerical modelling. The common consensus is that bottom

friction determines the backwater and that momentum advection only
has a local effect. We demonstrate that the numerical/artificial backwater
contribution from the momentum advection approximation can be of the
same order of magnitude as the bottom friction contribution, depending
on the advection scheme. This is realized using a one-dimensional analysis
and verified using a set of one- and two-dimensional test problems
including a wavy bed case, flow over emerged and submerged groynes
and finally an actual river. We compare first- and second-order accu-
rate advection schemes and compute their artificial contribution to the
backwater, for a range of practically-feasible grid resolutions. The tests
demonstrate that the conservation/constancy properties of the scheme
determine the size of this contribution, rather than the order of the scheme.

2.1 introduction

In many countries worldwide, costly river engineering projects aim at ver-
ifying the dike heights for flood protection or at dimensioning of river
training structures (e.g. groynes) for ship navigation and bank protection.
In such projects, the backwater needs to be determined with great certainty
and accuracy, mostly by one- and two-dimensional numerical modelling.
The backwater arises due to energy losses, commonly assumed to come

29
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from bottom friction and turbulent dissipation. However, computer mod-
els suffer from numerical errors, which reduce the accuracy of the solution.
Such errors mostly originate from the advection approximation for momen-
tum transport, due to its nonlinearity. Here, one might ask: Do these errors
also affect the backwater?

Most research on the numerical accuracy of advection schemes in
shallow-water models is conducted using Godunov methods with Rie-
mann solvers, see Toro and Garcia-Navarro [229] for an overview. These ap-
proaches are particularly suited for capturing of shocks or discontinuities,
e.g. in dambreak flows or hydraulic jumps. For accurate (quasi-)steady
flow predictions over variable topography these schemes require being well-
balanced, meaning that the flux terms and the source terms need to balance
each other in the momentum equations, see e.g. Caleffi and Valiani [38],
Caleffi, Valiani, and Li [39], Noelle, Xing, and Shu [171], and Ricchiuto [194]
for some recent papers on this topic. These works succesfully illustrate the
accuracy, conservation and convergence properties of the applied methods
using a number of commonly accepted academic test cases for such local
phenomena (dambreak, flow over a bump, interacting shocks, etc.). How-
ever, many of these applications apply high-resolution grids, where the
relevant (topographical) features are sufficiently resolved.

When considering large-scale river applications, with limited grid reso-
lution (with respect to the topopgraphy), the local accuracy of the model
and the capturing of possible discontinuities is often not feasible and also
not the most critical issue. More important is the representation of the total
energy loss in the system – resulting in the backwater – and the prediction
of areas with increased velocity and bottom shear stress, e.g. for morpho-
dynamic predictions. There may be locations in a model where one might
expect energy losses in reality, but where the model lacks the required res-
olution to accurately represent the flow patterns causing them, e.g. for the
flow over obstacles such as weirs or groynes. For this purpose, the numer-
ical accuracy of the model needs to be investigated differently by focusing
on the total flow resistance (physical and numerical).

To the authors’ knowledge very few works have considered the numeri-
cal errors in this way. Canestrelli and Toro [40] investigated a FORCE-type
centred momentum advection scheme and found that different implemen-
tations of the scheme showed considerable differences in the backwater
in a river reach, due to numerical diffusion from the advection discretiza-
tion. This matches the findings of Stelling and Duinmeijer [220], who ex-
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amined a number of advection schemes, with different conservation/con-
stancy properties, and showed how the head loss varies for the flow over
sudden expansions, contractions and over a weir.

In this work, we continue these considerations and provide a new in-
terpretation of discretization errors in numerical river modelling, introduc-
ing the concept of artificial backwater. We focus on real-world, quasi-steady
river applications with complex geometry, using feasible grid resolution
for engineering practice. The aim of this work is to determine the artifi-
cial contribution to the backwater and its dependence on the momentum
advection approximation, for river applications with variable topography.
We establish expressions for the contribution to the global backwater from
errors in the advection scheme through an analysis of the steady inviscid
momentum equation, also called the backwater or Bélanger equation, see
e.g. Chanson [58, 59].

The results from this analysis are confirmed using a sequence of tests
with flow over variable topography. A set of test problems was defined
that increases in complexity towards a real-world case study of a 17 km
stretch of the Elbe river in Germany. Applying a vertically-integrated, two-
dimensional model, we perform three schematic, actually one-dimensional
(1D) tests, investigating the effect of a wavy bed, as well as two schematic
two-dimensional (2D) tests with flow around and over groynes, and finally
the case study of the Elbe river itself. In order to diminish errors due to
the grid structure, we consider simple rectangular grids, allowing us to
compare the effect of the advection scheme, exclusively.

In section 2.2, we introduce the investigated momentum advection
schemes, for which we analyse the artificial backwater contributions using
a 1D analysis in section 2.3. We describe the test cases in section 2.4 and
present the results in section 2.5. We end with a discussion and conclusions
in sections 2.6 and 2.7.

2.2 momentum advection discretizations

The modelling systems used for real-world river applications are often
based on (semi-)implicit, staggered grid, finite-difference methods: e.g.
POM (Blumberg and Mellor [24]), UnTRIM (Casulli and Walters [52]), Sun-
tans (Fringer, Gerritsen, and Street [82]), Delft3D (Deltares [69], MIKE 21

(DHI [66]) and HEC-RAS (Brunner [31]). Due to the implicit treatment of
the pressure terms, the Courant number for stability is only based on the



2

32 the advection scheme and the backwater

flow velocity u and not on the wave celerity c =
√

gH. For this reason – for
low-Froude number, quasi-steady river computations – these approaches
allow the application of relatively large time steps and suffer from numeri-
cal diffusion that only scales with u and not with u± c.

The (nonlinear) momentum advection schemes in the aformentioned
models are often extensions/combinations of several basic upwind
schemes. In this section, we present a number of such schemes, which have
been chosen for their different properties and complexities. The schemes
have been implemented and tested in a two-dimensional, depth-averaged
shallow-water solver (Platzek et al. [187]). For the present investigations,
the contributions due to horizontal diffusion, Coriolis and wind are ne-
glected. The momentum and continuity equations then read:

∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

+ g
∂ζ

∂x
+

γ |U| u
H

= 0 (1)

∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

+ g
∂ζ

∂y
+

γ |U| v
H

= 0 (2)

∂ζ

∂t
+

∂ (Hu)
∂x

+
∂ (Hv)

∂y
= 0 (3)

where u and v are the depth-averaged velocities in the x- and y-directions;
ζ is the free-surface position; H is the total water depth defined as H =

ζ − h, where h is the bed level; t represents time; g is the gravitational
acceleration and γ is the bottom friction coefficient, computed using e.g.
a Chézy, Manning or Nikuradse roughness formulation and |U| = (u2 +

v2)1/2.
The equations are discretized on a uniform Cartesian grid, with grid

sizes ∆x and ∆y. The grid has I cells in the x-direction and J cells in the
y-direction. We use a C-grid administration (staggered positioning of vari-
ables), i.e. the water level ζ is specified in cell centres and the velocity com-
ponents u and v at cell edges (see Fig. 3 for a 1D representation). Ωi,j is the
cell at position (i, j), where i and j are the indices in x and y-direction, re-
spectively, with i = 1, 2, . . . , I; j = 1, 2, . . . , J. We discretize the momentum
equation (1) for each cell edge Γi+1/2,j using a semi-implicit time discretiza-
tion where the advection term is treated explicitly and both the free-surface
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gradient and the bottom friction term are discretized implicitly (see e.g. Ca-
sulli [44] and Casulli and Cattani [48]):

un+1
i+1/2,j − un

i+1/2,j

∆t
+ Fun

i+1/2,j + g
ζn+1

i+1,j − ζn+1
i,j

∆x

+
γn

i+1/2,j

Hn
i+1/2,j

∣∣∣Un
i+1/2,j

∣∣∣ un+1
i+1/2,j = 0 (4)

where n is the time level and ∆t is the time step size. On the uniform rect-
angular grid, the central discretization for the pressure gradient in (4) is
second-order accurate. The depth in the velocity point Hn

i+1/2 used in the
friction term is also approximated using central averaging. The operator
Fun

i+1/2,j contains the explicit discretization of the momentum advection
term and is the subject of the present investigation. The momentum equa-
tion in the y-direction (2) is discretized similarly.

We investigate the effect on the backwater of three first-order and two
second-order accurate discretizations for the advective operator Fu (and
Fv):

(1) First-order upwind (FOU)
(2) First-order upwind, momentum conservative (FOU-MC-E)
(3) First-order upwind, with energy-head constancy (FOU-EHC)
(4) Second-order upwind (SOU)
(5) Second-order upwind, momentum conservative (SOU-MC-E)

For brevity, only the discretization of the longitudinal advection term
u∂u/∂x as in a 1D model (leaving out the cross-advection term v∂u/∂y)
is presented. Similar expressions hold for the discretization of Fv in two
dimensions. The three first-order schemes can be written in the following
general form:

Fun
i+1/2,j = u+

i+1,j

un
i+3/2,j − un

i+1/2,j

∆x
+ u−i,j

un
i+1/2,j − un

i−1/2,j

∆x
(5)

The definition of the advective velocities u+
i+1,j and u−i,j determines the prop-

erties of the scheme.
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Figure 3: The staggered 1D stencil with water level ζ and total depth H in the cell
centres and velocity u and at the edges. a): the finite difference stencil.
b): the finite volume stencil with the velocity volume (grey area) and the
cell centre velocities ui (grey vectors).

2.2.1 First order upwind (FOU)

This is the simplest upwind discretization. The advection term is computed
using (5), where the advective velocities are simply taken first-order up-
wind:

u+
i+1,j =

{
0 if un

i+1/2,j ≥ 0
un

i+1/2,j if un
i+1/2,j < 0

(6)

u−i,j =

{
un

i+1/2,j if un
i+1/2,j > 0

0 if un
i+1/2,j ≤ 0

(7)

For positive flow direction (un
i+1/2,j > 0), insertion of these advective veloc-

ities in (5) results in:

Fun
i+1/2,j = un

i+1/2,j

un
i+1/2,j − un

i−1/2,j

∆x
(8)

2.2.2 First order upwind, momentum conservative (FOU-MC-E)

In this discretization, that was introduced in Stelling and Duinmeijer [220],
a conservative finite volume formulation is rewritten to a simple finite dif-
ference method with the same properties. The method was extended to un-
structured grids based on the work by Perot [181] in Kramer and Stelling
[125] and applied and further developed in Kernkamp et al. [119] and
Kleptsova, Pietrzak, and Stelling [123]. It was applied in combination with
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high-resolution subgrid topography by Stelling [219] (on quadtree grids)
and Volp, Prooijen, and Stelling [240]. With the chosen semi-implicit tem-
poral discretization, it can only be demonstrated to be momentum conser-
vative on a discrete level for stationary conditions. It is derived by rewriting
the advection term from (1) into:

u
∂u
∂x

=
1
H

(
∂ (qu)

∂x
− u

∂q
∂x

)
(9)

where q = Hu is the specific discharge. Discretizing for edge Γi+1/2,j at
time level n, we get:
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ζn
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u∗i,j =

{
un
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i−1/2,j + un

i+1/2,j ≥ 0
un
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(14)

For flow in the positive x-direction, this simplifies to the following advec-
tion term:

u
∂u
∂x

∣∣∣∣n
i+1/2

=
qx

i−1/2,j + qx
i+1/2,j

Hn
i,j + Hn

i+1,j

un
i+1/2 − un

i−1/2

∆x
(15)

The advective velocities in (5) for this scheme are thus computed as:

u+
i+1,j =

 0 if un
i+1/2,j + un

i+3/2,j ≥ 0
qx

i+1/2,j+qx
i+3/2,j

Hn
i,j+Hn

i+1,j
if un

i+1/2,j + un
i+3/2,j < 0

(16)

u−i,j =


qx

i−1/2,j+qx
i+1/2,j

Hn
i,j+Hn

i+1,j
if un

i−1/2,j + un
i+1/2,j > 0

0 if un
i−1/2,j + un

i+1/2,j ≤ 0
(17)

where qx
i+1/2,j = Qn

i+1/2,j/∆y is the specific discharge in x-direction. The
detailed derivation can be found in Stelling and Duinmeijer [220].
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2.2.3 First order upwind, with energy-head constancy (FOU-EHC)

This discretization was also introduced in Stelling and Duinmeijer [220]
and applied in Kramer and Stelling [125] and Platzek et al. [187]. The ad-
vection is again expressed as (5), and the advective velocities are computed
as:

u+
i+1,j =

{
0 if un

i+1/2,j + un
i+3/2,j ≥ 0

− 1
2

(
un

i+1/2,j + un
i+3/2,j

)
if un

i+1/2,j + un
i+3/2,j < 0

(18)

u−i,j =

{
1
2

(
un

i−1/2,j + un
i+1/2,j

)
if un

i−1/2,j + un
i+1/2,j > 0

0 if un
i−1/2,j + un

i+1/2,j ≤ 0
(19)

For positive flow direction (un
i+1/2,j > 0), insertion of these advective veloc-

ities in (5) results in:

Fun
i+1/2,j =

un
i−1/2,j + un

i+1/2,j

2

un
i+1/2,j − un

i−1/2,j

∆x

=

1
2

(
un

i+1/2,j

)2
− 1

2

(
un

i−1/2,j

)2

∆x
(20)

Combined with a central discretization of the pressure gradient, this
scheme keeps the energy head ζi,j + u2

i−1/2,j/(2g) (note the shifted indices)
constant along streamlines without introducing any backwater. The analy-
sis in section 2.3 and the numerical tests in section 2.4 confirm this property.

2.2.4 Second-order upwind (SOU)

This scheme is the extension of the first order upwind scheme in sec-
tion 2.2.1, based on inclusion of an extra term from the Taylor series expan-
sion. It cannot be written in the general form of the first-order schemes (5).
Instead the discretization reads:

Fun
i+1/2,j = − 1

∆x

[
u∗i+1,j

(
un

i+5/2,j − 4un
i+3/2,j + 3un

i+1/2,j

)
+ u∗i,j

(
3un

i+1/2,j − 4un
i−1/2,j + un

i−3/2,j

)]
(21)



2

2.2 momentum advection discretizations 37

with advective velocities u∗i+1 and u∗i :

u∗i+1,j =

{
0 if un

i+1/2,j ≥ 0
un

i+1/2,j if un
i+1/2,j < 0

(22)

u∗i,j =

{
ux

i+1/2,j if un
i+1/2,j > 0

0 if un
i+1/2,j ≤ 0

(23)

This scheme can be shown to be second-order accurate in space on a regular
grid.

2.2.5 Second order upwind, momentum conservative (SOU-MC-E)

The scheme from section 2.2.2 can be improved by using second-order ac-
curate interpolation with a slope limiter (see e.g. Stelling and Duinmeijer
[220]), to compute both the upwind value for u∗i,j at the cell centre and
the water level ζ∗i+1/2,j needed at the cell face to compute the total depth
Hi+1/2. In practice, the slope limiter makes sure that the scheme reduces to
first order when there is large local variation of the gradients. In the end,
only the computation of the upwind expressions for Hn

i+1/2,j and for u∗i,j is
modified:

Hn
i+1/2,j = ζ∗i+1/2,j − hn

i+1/2,j (24)

ζ∗i+1/2,j =

 ζn
i,j +

1
2 ψ
(

rζ
+

) (
ζn

i,j − ζn
i−1,j

)
if un

i+1/2,j ≥ 0

ζn
i+1,j −

1
2 ψ
(

rζ
−

) (
ζn

i+2,j − ζn
i+1,j

)
if un

i+1/2,j < 0
(25)

rζ
+ =

ζn
i+1,j − ζn

i,j

ζn
i,j − ζn

i−1,j
, rζ

− =
ζn

i+1,j − ζn
i,j

ζn
i+2,j − ζn

i+1,j
(26)

u∗i,j =



un
i−1/2,j+

1
2 ψ (ru

+)
(

un
i−1/2,j − un

i−3/2,j

)
if un

i−1/2,j + un
i+1/2,j ≥ 0

un
i+1/2,j−

1
2 ψ (ru

−)
(

un
i+3/2,j − un

i+1/2,j

)
if un

i−1/2,j + un
i+1/2,j < 0

(27)

ru
+ =

un
i+1/2,j − un

i−1/2,j

un
i−1/2,j − un

i−3/2,j
, ru

− =
un

i+1/2,j − un
i−1/2,j

un
i+3/2,j − un

i+1/2,j
(28)
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For the evaluation of the limiter function ψ many variants are known from
the literature, see e.g. Zhang et al. [265]. We have implemented and tested
several (MinMod, Van Leer, Koren, Monotonized Central, etc.), but the Min-
Mod limiter showed the least restriction on the time step for stability and
is applied in the present work:

ψ (ru) = max (0, min (1, ru)) (29)

For the water levels ζ the expression is defined accordingly.

2.3 advection scheme analysis

The differential and intregral forms of the governing equations are strictly
energy-conservative and – when no discontinuities are present – this
should not be affected by the momentum advection term. Unfortunately,
discretization errors in the advection scheme lead to numerical diffusion.
Here, we analyse the momentum equation (4) and determine the artificial
contribution to the backwater due to these discretization errors. For simplic-
ity, we only analyse the three first-order accurate schemes from section 2.2.
We restrict ourselves to steady, inviscid, 1D flow and consider only flow in
the positive direction (u > 0).

The FOU and FOU-EHC scheme are strict finite difference schemes,
whereas the FOU-MC-E scheme is derived from a finite volume scheme
(see also Fig. 3). For the purpose of performing a general analysis for the
three schemes, we define left (L) and right (R) velocities as follows:

FOU / FOU-EHC : uL = ui−1/2 , uR = ui+1/2
FOU-MC-E : uL = ui , uR = ui+1

(30)

where we leave the actual definition of the cell centre velocities ui and ui+1

open. The water levels for all three schemes are defined as ζL = ζi and
ζR = ζi+1. In this way, the schemes can be written in a general form and
(4) reduces to (dropping the time level n since we have assumed a steady
state):

(αuL + (1− α)uR)
uR − uL

∆x
+ g

ζR − ζL

∆x
= 0 (31)

with coefficient α:

FOU : α = 0

FOU-EHC : α = 1
2

FOU-MC-E : α = uR/(uL + uR)

(32)
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where the expression for α for the FOU-MC-E scheme was obtained using
the definition q = Hu, providing α = HL/(HL + HR) = uR/(uL + uR).

Now we integrate the momentum equation over all cells in the x-
direction and scale with g to obtain an expression with the dimension of
the energy head ([m]):

M =
∆x
g

I

∑
i=1

{
(αuL + (1− α)uR)

uR − uL

∆x
+ g

ζR − ζL

∆x

}
(33)

where M is the integral of the momentum equation, which can be rewritten
as M = ∆H + ∆HADV (where ADV denotes the chosen advection scheme),
to give the backwater ∆H in terms of the energy head ζ + u2/(2g):

M =
1
g

I

∑
i=1

{(
gζL +

1
2

u2
L

)
−
(

gζR +
1
2

u2
R

)}
+

1
g

I

∑
i=1

{(
1
2
− α

)
u2

L +

(
1
2
− α

)
u2

R + (2α− 1) uLuR

}
(34)

where the first term on the right is a conservative discretization of the
gradient of the energy head which does not contribute to the backwater.
The term on the second line forms the artificial backwater contribution
from the advection term. We can inspect its value for different α. It can
easily be seen that for FOU-EHC scheme (with α = 1/2), the total head
loss is zero: ∆HADV = ∆HFOU−EHC = 0 and the advection term has no
contribution to the backwater, as was expected for this scheme.

For α = 0 (the FOU scheme), the backwater contribution ∆H becomes:

∆HFOU =
1

2g

I

∑
i=1

(uL − uR)
2 (35)

which is identical to the sum of all Carnot losses over the channel (with-
out contraction/expansion coefficient), see e.g. Chanson [58]. This term is
quadratic and therefore, the artificial backwater contribution from advec-
tion for the FOU scheme is always positive.

The same analysis can be done for the FOU-MC-E scheme. Inserting α

from (32) in (34) and rearranging, we obtain:

∆HFOU−MC−E =
1

2g

I

∑
i=1

(uL − uR)
3

uL + uR
(36)
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We can compare the sign and size of (36) and (35) by computing the ratio λ

between the local artificial head loss for the FOU-MC-E and FOU scheme:

λi+1/2 =
∆HFOU−MC−E

i+1/2

∆HFOU
i+1/2

=
uL − uR

uL + uR
(37)

Since we assumed positive flow direction, this ratio is always smaller than
1 and therefore the backwater from the FOU-MC-E scheme is always less
than that from the FOU scheme. Moreover, the ratio is positive for uL > uR,
i.e. for expansions and it is negative for uL < uR, i.e. for contractions. In
other words, for local contractions, the FOU-MC-E advection scheme gives
a negative contribution to the backwater, i.e. the advection term causes an
erroneous increase in energy head, as already recognized by Kramer and
Stelling [125] and Stelling and Duinmeijer [220] for the flow over sudden
contractions (flow over a saw-tooth bottom and over a weir).

In line with Kramer and Stelling [125] and Stelling and Duinmeijer [220],
one can conclude that for (strong) local contractions with sudden flow vari-
ation, the hydrostatic pressure assumption is not valid and equation (4)
should be applied with care. In such flow situations, switching locally be-
tween the FOU-EHC (at contractions) and the FOU-MC-E scheme (else-
where), provides more physically correct results.

2.4 numerical experiments

We now aim to verify the findings from section 2.3 using numerical experi-
ments and quantify the contribution to the backwater or total head loss due
to the advection discretization for the flow over variable topography. As a
reference, we take an existing numerical model for a stretch of the Elbe
river, between the German cities of Lauenburg and Geesthacht (Platzek et
al. [187]). From this model, we construct a series of tests with increasing
complexity, that schematically represents the geometrical variation along
the river stretch: the overall bed slope, bed forms and groynes (leaving
bends outside the present investigation). We obtain three schematic 1D
tests, two schematic 2D tests and the actual river case study:

1. Uniform channel flow along a constant slope (1D)

2. Flow over a wavy bed without bottom friction (1D)

3. Flow over a sloped wavy bed with bottom friction (1D)
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4. Flow over a sloped wavy bed with bottom friction and emerged
groynes (2D)

5. Flow over a sloped wavy bed with bottom friction and submerged
groynes (2D)

6. Case study: Elbe river from Lauenburg to Geesthacht (2D)

The topography and water levels for the five schematic tests are depicted
in Fig. 4. For each test, the channel has a length L = 1000 m and width W =
240 m. At the upstream boundary a discharge Q = 960 m3/s is prescribed.
At the downstream boundary the water level is fixed at ζ = 8 m, which is
also the initial condition. The initial flow velocity is u = v = 0 m/s. We de-
fine a reference bottom height hre f = 4 m on which all different geometry
variations are superpositioned. In all schematic tests, except for the uni-
form channel flow test, the channel bottom contains bed forms, which are
described by a cosine function in the longitudinal x-direction. The bottom
profile with the bed forms is described by the function:

hb(x, y) = hre f + Abcos( fbx) (38)

where hb(x, y) is the bottom height (positive upwards) and Ab is the
wave/bed form amplitude. The frequency fb determines the length of the
’bed forms’ and is defined as fb = 2πnb/L, where nb is the number of bed
forms within the domain (see Table 1).

For the groyne tests (tests 4 and 5), seven cosine-shaped groynes – ex-
tending over half of the channel width – are superpositioned on top of
the sloped wavy bottom, i.e. the main channel and groyne fields have the
bottom geometry containing the bed forms from test 3. The length of the
groyne fields Lg f was chosen to be 130 m (from groyne crest to groyne
crest). At the position of the groynes, the topography is described by:

hg(x, y) = hre f + Abcos( fbx) + Ag(1 + cos( fg(x− xgs)) (39)

where Ag is the groyne amplitude (half of the height) and xgs is the x-
coordinate where the cosine of each groyne starts. The frequency fg follows
from the chosen ’width of the groyne’ Wg and is defined as fg = 2π/Wg.
The geometrical parameters of all the tests are presented in Table 1.

For all five schematic tests and all five advection schemes, we apply four
recursively finer grids, to investigate the convergence properties and grid
dependency of the schemes:



2

42 the advection scheme and the backwater

Plan view Longitudinal view Cross-sectional view

1
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Figure 4: Plan view of water level (left), longitudinal view (middle) and cross-
sectional view (right) of geometry and water level for tests 1–5. Longitu-
dinal section taken at y = 60 m. Lateral cross-section taken x = 510 m.

1. ∆x = 10 m (4 cells per bed form)

2. ∆x = 5 m (8 cells per bed form)

3. ∆x = 2.5 m (16 cells per bed form)

4. ∆x = 1.25 m (32 cells per bed form)

For the Elbe river test, also 4 recursively finer resolutions ranging from ∆x
= 16 m to ∆x = 2 m are applied.

For all tests, the time step is determined dynamically based on a pre-
scribed Courant number C = |umax|∆t/∆x and the maximum flow velocity
umax. For the first-order schemes, the Courant number was fixed at C = 0.7
and for the second-order schemes at C = 0.2, for maintaining stable solu-
tions. The maximum Froude number Fmax = u/

√
gH was also determined,
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yielding subcritical flow for all cases (see Table 1). Only for the submerged
groyne case, the flow locally becomes critical, with F

max ≈ 1 at the first
groyne, see section 2.5.5.

2.4.1 Uniform channel flow

For this test, the channel described above has a bottom slope ib =
1×10−4 m/m (see Table 1), sloping from z = 4.1 m to z = 4 m (hre f ), giv-
ing the channel an equilibrium depth of Heq = 4 m. Combined with a
Chézy bottom roughness Cz = 50 m1/2/s, this results in a flow velocity
u = Cz

√
Hib = 1 m/s, which matches the boundary condition described

above. For this test, the advection term should be zero.

2.4.2 Flow over a wavy bed

As described above, the channel bottom is described by a series of
25 cosines (wave length Lb = 40 m) forming a wavy bed in the longitudinal
x-direction (see Table 1). The amplitude of the bed forms is Ab = 0.3 m,
causing the total water depth to vary approximately from H = 3.7 to 4.3 m.
In the lateral y-direction, the bottom is constant. There is no general slope
in the bed and the bottom friction is switched off: γ = 0. The bottom topog-
raphy is shown in Fig. 4.

For the steady and inviscid flow over a smooth bottom at low Froude
numbers the analytical solution can be computed based on the principles
of mass and momentum conservation. For this simple flow situation, the
momentum equation reduces to the Bernoulli equation upon integration
(formally along a streamline):

u
∂u
∂x

+ g
∂ζ

∂x
= 0⇒ (40)

1
2

u2 + gζ = E (41)

where E is an integration constant, being the total (kinetic + potential) en-
ergy (divided by the density) in the system. It can be determined using the
continuity equation and the boundary condition: E = gζBC − 1

2 (q/HBC)
2,

where ζBC is the water level prescribed e.g. at the downstream boundary
and HBC is its corresponding total water depth. This system of equations
can be reduced to a single equation by substituting the steady 1D continu-
ity equation u = Q/(WH) = q/H into the Bernoulli equation. After some
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algebra one ends up with the following cubic relation for the unknown
total water depth H = H(x), depending also on the bottom topography
h = h(x) (see e.g. also Ricchiuto [194]):

H3 +

(
h− E

2g

)
H2 +

q2

2g
= 0 (42)

This equation can be solved e.g. using Cardano’s formula, or iteratively
using Newton iterations. The solution for u is then obtained from u = q/H.
The expressions for H and u are lengthy and therefore omitted, but as
can be expected, they show an alternating wavy pattern. For this test, it
is important that there should be no energy losses (zero bottom friction)
and therefore no global backwater. The water level at the entrance of the
channel should also be at ζ = 8 m. Any backwater in the experiment must
come from numerical dissipation.

2.4.3 Flow over a sloped wavy bed with bottom friction

In this test the uniform channel flow (with bottom friction) and the inviscid
wavy bed test are combined. The bottom topography for the sloped wavy
bed test is the same as for the wavy bed case, except for an additional
downward slope of ib = 1×10−4. Additionally, the bed friction is set to Cz =
50 m1/2/s. The test settings are summarized in Table 1. The reference solu-
tion for this test was obtained by a step method integrating the momentum
equation (now including bottom friction) from the downstream boundary
upwards.

2.4.4 Flow over a sloped wavy bed with emerged groynes

In this test, we add groynes to the sloped channel with wavy bed. Seven
schematic groynes (described by cosine waves), with a groyne width in
stream-wise direction Wg = 20 m are added. The groynes extend over half
of the channel width, i.e. the groynes are 120 m long and the groyne heads
are cut vertically. The groyne fields between the groynes have a length Lg f
= 130 m (from groyne crest to groyne crest). In this first test, the groynes
have a height of 8 m (twice the cosine amplitude of the groyne Ag = 4 m)
and are therefore emerged, see Table 1 and Figure 4.
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2.4.5 Flow over a sloped wavy bed with submerged groynes

For this test, only the cosine amplitude (half of the height) of the groynes
is modified. The groynes are now 3 m high (Ag = 1.5 m) and therefore
approximately 1 m submerged. All other parameters for this test are iden-
tical to the emerged groynes test of the previous section, see Table 1. The
topography and water level is displayed in Fig. 4.

By comparing the results of the emerged and the submerged groynes
case, one can investigate the effect of lowering the groynes, an important
topic of discussion for river maintenance and flood protection issues (see
e.g. Busnelli et al. [37]).

2.4.6 The Elbe River from Lauenburg to Geesthacht

The final test is the case study from which we derived the schematic tests.
It concerns a reach of the Elbe River between the cities of Lauenburg and
Geesthacht in Germany, which is approximately 17 km long and – includ-
ing the floodplains – 2.5 km wide (see Fig. 25). The stretch contains natural
bed forms with similar characteristics as the wavy bed cases and it contains
groynes which are emerged near the bank and submerged near the groyne
tip, for the chosen discharge. All parameters for this test were taken from
Platzek et al. [187].

2.5 results

For each of the tests described in section 2.4, for all five advection schemes
and the four specified grid resolutions, we compute the contributions from
bottom friction and the advection scheme to the total backwater, and the
behaviour of these contributions with grid refinement. The different con-
tributions to the backwater are computed numerically in the same way as
for the analysis in section 2.3, i.e. by integrating the corresponding terms
(pressure, advection, bottom friction) over the length of the channel and
scaling with g. For the 2D tests, an additional averaging over the width of
the channel is performed. We express the backwater or head loss ∆H at
the inflow boundary in % of the backwater due to bottom friction over the
same channel length. For test 2, with only bed forms and no bottom fric-
tion, the (analytical) backwater due to bottom friction from test 3 is used
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Figure 5: The Elbe River model: Digital Terrain Model (DTM) (2x2 m) for the Elbe
River between the city of Lauenburg and the weir at Geesthacht. The
3D detail figures of the topography are ten times vertically exaggerated,
compared to the horizontal scale. Copyright © 2016 John Wiley & Sons,
reprinted with permission from Platzek et al. [187].

as a reference. For the two groyne tests and for the Elbe river case no ana-
lytic solution is available and the head loss from the runs with the smallest
backwater is taken as the reference ∆Hre f .

We have seen from the analysis in section 2.3, that the artificial backwater
contribution from the momentum advection discretization can be positive
or negative. For this purpose, we have chosen the backwater (or upstream
water level difference) as the error norm and not a strictly-positive mathe-
matical error norm (e.g. L∞, L1 or L2), as it would not show the difference
between a positive or negative backwater effect. To illustrate the order of
convergence for tests 2 and 3 (where an analytical solution is available), we
compute the L∞ norm and the convergence rates p based on the L1 norm
of the water level:

pl =

log
(

Ll−1
1
Ll

1

)
log(2)

, for l = 2, 3, . . . , lmax (43)
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with

Ll
1 =

1
I l

I l

∑
i=1

(
ζ l

i − ζ
analytic
i

)
(44)

where l is the grid level within the convergence study and I l is the number
of grid cells in x-direction on grid l. The convergence rate then gives the
order of the scheme: O(∆xp).

2.5.1 Uniform channel flow

In this test, bottom friction causes the water level to be sloped downward
along the channel from ζ = 8.1 m to ζ = 8 m, resulting in a constant total
water depth H = 4 m. Any deviation must come from errors made in the
advection discretizaton or from the boundaries. The largest deviation of
the water level at the upstream boundary, i.e. the numerical head loss or
backwater, over all four resolutions, drops from -5 × 10−4 m (∆x = 10 m)
to -5 × 10−5 m. For the backwater ∆H = 10 cm over the length of the chan-
nel, this is a spurious contribution of -0.5 to -0.05 % due to discretization
errors. No significant differences were found between the different advec-
tion schemes. For this test, it can therefore be concluded that – as expected
– advection plays no significant role, and only bottom friction causes the
backwater.

2.5.2 Flow over a wavy bed

For this test, the bottom friction is zero, but the bed level varies, causing
gradual flow variation (due to the Bernoulli effect), which should occur
without energy losses. As a reference for this test we take the backwater
one would have over the same channel length, when bottom friction would
be applied (see section 2.5.3). Due to the additional resistance of the flow ac-
celerations over the wavy bed, this backwater amounts to 10.22 cm (instead
of the 10 cm for the uniform channel flow). Figure 6a shows the upstream
head loss (or backwater) for the five advection schemes and the four grid
resolutions. There is only a contribution from the advection term, as the
bottom friction is zero. It can be seen that depending on the advection
scheme, the numerical head loss can be as high as 36 % of the backwater
due to bottom friction, amounting to an artificial (additional) backwater of
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Figure 6: Percentual head loss for test cases 2–6, for all five advection schemes
and all four grid resolutions. Displayed is the total head loss as a sum of
the head loss due to bottom friction and the head loss due to advection
for: a) flow over a wavy bed; b) flow over a sloped wavy bed; c) flow
over a sloped wavy bed with emerged groynes; d) flow over a sloped
wavy bed with submerged groynes; e) the Elbe River from Lauenburg to
Geesthacht. The reference head losses ∆Hre f are also included.
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3.6 cm. As was demonstrated using the analysis in section 2.3, the FOU-
EHC scheme shows (almost) no backwater. The very small backwater on
the coarsest grid (0.1 %) comes exclusively from the downstream boundary,
due to a discrepancy in discretely representing the exact bed level at the
boundary. Over the channel there is no additional build-up of the backwa-
ter. As expected, the second-order schemes perform somewhat better than
their first-order counterparts. This can also be verified using the L∞ norms
and convergence rates given in Table 2.

2.5.3 Flow over a sloped wavy bed

Now we investigate to which extent the results from the previous test are
also valid when combined with bottom friction (and a channel slope). For
this test, the bed level variations interact with the quadratic bottom fric-
tion, resulting in a theoretical backwater and reference head loss of ∆Hre f

= 10.22 cm (obtained using numerical integration of the equations on a ∆x
= 0.00125 m grid). Figure 6b shows the total percentual upstream head loss
100 × (ζupstream − ζ

re f
upstream)/∆Hre f consisting of contributions both from

the bed friction and from the advection term, for the different advection
schemes and the four resolutions. The maximum head loss of 132 % corre-
sponds to 13.7 cm total head loss, instead of the 10.22 cm (100 %) for the
analytic solution. The results for the five schemes correspond to those of
the previous test.

From these results one can conclude that the common consensus that
numerical river models are dominated by a global balance between pres-
sure gradient and bottom friction (in the momentum equation) is not com-
pletely valid, due to the artificial backwater contribution from the advec-
tion approximation. For moderately coarse grids and for many advection
schemes, the contribution of the advection term to the balance is of the
same order as the backwater due to bottom friction. For the local balance in
the momentum equation, the contribution from the advection term is even
more dominant, as can be seen from Fig. 7, where we plotted the distribu-
tion along the channel centreline of the different acceleration terms in the
momentum equation (summing up to zero), for the sloped wavy bed test,
where we even reduced the bed form amplitude Ab to only 5 cm.

For completeness, the L∞ norms and the convergence rates for this test
have been included in Table 2. It can be seen that the inclusion of bottom
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Figure 7: Different acceleration terms in the momentum equation along the chan-
nel centreline for the sloped wavy bed test with a reduced bed form
amplitude Ab = 0.05 m.

friction has little effect on the convergence rates and that the targeted accu-
racy is attained by the second-order approximations.

2.5.4 Flow over a sloped wavy bed with emerged groynes

In this test, groynes are added to the test from section 2.5.3. The groynes
have a height of 6 m above the bed and are therefore emerged. We now
inspect the effect of such groynes on the backwater and more specifically,
the dependency on the advection scheme. The total head loss again has
two contributions: bottom friction and advection. Figure 6c shows the per-
centual head loss for the five schemes. As no analytical solution is available
for this test, we have taken the advection scheme with the least total head
loss at the upstream boundary as the reference: ∆Hre f = 35 cm, as com-
puted by the FOU-EHC scheme on the ∆x = 1.25 m grid (corresponding to
a percentual head loss ∆H = 100 %). A 20 % head loss in the figure thus
corresponds to 7 cm of additional head loss on top of the 35 cm.

From the figure three things can be noted. First, one can see that with an
increased head loss due to advection, the head loss due to bottom friction
decreases. Second, the convergence behaviour of the schemes is different.
In particular the FOU-EHC scheme shows very little variation over the
grids. Finally, it appears that the different schemes converge to different
solutions. In particular the fine-grid results of the FOU and SOU scheme
differ from the results of the other three schemes.

The switch from a first- to a second-order advection scheme shows mod-
erate influence on the backwater. The effect on the flow velocity and on the
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Figure 8: Flow around emerged groynes: z-component of the vorticity ~ω [s−1]
around groynes 5, 6 and 7, superimposed on the free surface level, for
the FOU-MC-E (left) and SOU-MC-E (right) advection scheme, for the
three finest grids.

emergence of turbulent eddies is much greater. In Fig. 8, the z-component
of the vorticity ~ω = ~∇×~u is displayed as projected on the free surface, for
the FOU-MC-E and SOU-MC-E schemes for the three finest grids. It can
be seen that with the first-order scheme, vortex shedding is much less pro-
nounced than with the second-order scheme, in particular on the coarser
grids.

2.5.5 Flow over a sloped wavy bed with submerged groynes

In this test, the groynes from the previous test are lowered such that they
become submerged. The maximum Froude number for this case occurs at
the groyne crest near the groyne head. Depending on the chosen advection
scheme (and the resulting backwater) we obtain F

max ≈ 0.7. Only at the
first groyne, the flow becomes critical with F

max ≈ 1, see also Table 1.
This is due to the fact that a uniform discharge is specified over the whole
width of the upstream boundary, resulting in a higher specific discharge
over the first groyne.
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Figure 6d shows the percentual head loss for the different advection
schemes and grid resolutions. The reference solution for this test was taken
to be the solution obtained with the FOU-EHC scheme on the finest grid
resolution with ∆x = 1.25 m, with a total head loss of 16.4 cm, correspond-
ing to a 100 % head loss in the figure. This means that the 277 % head
loss in the figure – as obtained using the FOU scheme on the coarsest grid,
gives a total head loss of 45.4 cm, i.e. an additional backwater of 29 cm over
1000 m of channel length, due to the advection discretization.

Again, we can deduce several things from the figure. First, the head
losses for this test are much larger than for the previous tests. Second, it
can be seen that on the finer grids the FOU, FOU-MC-E and SOU-MC-E
schemes provide similar head losses ∆H ≈ 140 – 150 %. We know that
– in reality – vertical recirculation zones emerge behind the groynes, dissi-
pating energy. This mechanism is, of course, not incorporated in our 2D,
depth-averaged model. In civil engineering methods, these losses are com-
monly parameterized using Carnot losses for sudden expansions (see e.g.
Chanson [58]). From the analysis in section 2.3, we know that the FOU
scheme gives exactly the Carnot loss for any (discrete) velocity variation.
It appears that both momentum conservative schemes also tend towards
this result. Additionally, it can be noted that these two schemes also show
relatively little dependence on the grid resolution.

Finally, it can be seen that the FOU-EHC scheme provides a reduction
in the backwater for the coarser grids. From the analysis, we know that
the scheme does not give any head losses related to the velocity gradi-
ents. Therefore, the backwater is much less than for the other schemes. The
increase in head losses with increased grid resolution, most likely comes
from the better representation of the local accelerations over the groynes
and therefore the increased bottom friction contribution. The advection
contribution only varies between 4 and 8 % over the grids. The FOU-MC-E
scheme gives a significantly larger backwater than the FOU-EHC scheme
and depending on the resolution a larger or smaller backwater than the
FOU scheme (conform the results from section 2.3). It can also be seen that
it shows relatively little variation over the range of grid resolutions.

By comparing the results with the test with emerged groynes, one can
investigate the effect of lowering the groynes in a river section (see e.g.
Busnelli et al. [37]). Computing the difference in water levels for the two
flow situations, for the different advection schemes and grid resolutions,
the effect of lowering the groynes can be found to be in the range of 9–
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23 cm. Considering the fact that often river engineering projects involve
man-induced modifications which result in water level changes of several
centimeters to decimeters and that the river engineers commonly need to
provide water level predictions with an accuracy below 5 cm, this result
can be considered worrying.

2.5.6 Case study: Elbe River from Lauenburg to Geesthacht

Finally, we consider the actual case study from which we deduced the
schematic tests and their topographical characteristics. Again, we apply all
five advection schemes on the four grid resolutions, and inspect the differ-
ences in the total backwater at the upstream boundary. From Fig. 6e one
can see that the variation in total head loss over the schemes is less than
for the schematic cases: the contribution from the bottom friction is more
dominant for this case. Nonetheless, the maximum difference of 10.4 % (of
a total backwater of 2.12 m over 17 km) corresponds to a water level dif-
ference of 22 cm, from which one can again conclude that the uncertainty
due to the advection scheme is quite significant. This needs to be counter-
acted by a reduced bottom friction, which may modify the flow patterns,
specifically in shallow areas, reducing the reliability and applicability of
the model, in particular for possible morphodynamic computations, rely-
ing on accurate bottom shear stress predictions.

However, the variation over the grids for the two momentum-
conservative schemes and for the FOU-EHC scheme is relatively small, ren-
dering them more reliable than the FOU and SOU schemes. It can thus be
concluded that the order of the scheme is not the essential property for
an advection scheme to be accurate and reliable in river applications for
backwater assesSment.

2.6 discussion

It was shown that, for quasi-steady river flow over variable topography,
the local balance in the momentum equation is dominated by the pressure
gradient and advection term and not by the pressure gradient and bottom
friction. Due to the errors in the advection scheme, even the contribution
to the global balance may be substantial, depending on the chosen advec-
tion scheme and grid resolution. Therefore, the common consensus that
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numerical river models are dominated by a balance between pressure (or
free-surface) gradient and bottom friction is often invalid. Already for rel-
atively small bottom variations, the global contribution to the backwater
due to inaccuracies of the advection scheme may be of the same order of
magnitude as that from bottom friction.

The effect of numerical errors on the energy head and backwater was
investigated from an integral viewpoint. A more local approach (per cel-
l/edge) is applied in research on energy-balanced schemes over (discon-
tinuous) topography, see e.g. Bruwier et al. [32], Fjordholm, Mishra, and
Tadmor [79], Murillo and García-Navarro [164], and Tadmor and Zhong
[226]. A comparison of both approaches may yield interesting similarities
and offer new insights in the effectivity of the different discretizations near
bottom discontinuities.

We applied a range of practically-feasible grid resolutions, capturing the
geometrical variation with a very limited number of cells, as the compu-
tational resources are often limited for large-scale river applications. In
comparison with classical test cases such as the “subcritical flow over a bot-
tom bump”, we considered a series of such bumps (and groynes), to allow
for an accumulation of the possible numerical/artificial backwater that is
introduced by the errors in the advection discretization.

The backwater effect for the flow over bed forms and influenced by
groynes was studied. However, as any variation of the bathymetry may
lead to artificial advection effects, it is very likely that this is also the case
for the flow through bends, where similar investigations could be real-
ized (e.g. Blanckaert [21], Blanckaert and Graf [22], Stelling [219], and Van
Balen, Uijttewaal, and Blanckaert [237]). Also, in this study we restrict our-
selves to quasi-steady flow with stationary boundary conditions. As can be
seen from the presented results, the findings from this work also apply for
mildly instationary flow situations.

In the present work a number of basic advection schemes were tested. It
may be of interest to also apply other advection approximations to the pre-
sented set of test cases, inspired by a real-world river application, with the
focus on the head loss and backwater. Additionally, the investigations from
this work can be realized on unstructured (triangular) or locally-refined
grids, where the discretization errors from the advection scheme will inter-
act with errors from the grid structure.
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2.7 conclusions

We provided a new interpretation of discretization errors in numerical river
models, introducing the concept of artificial backwater. The artificial/nu-
merical backwater effect due to the momentum advection approximation
was quantified for three first-order advection schemes using a 1D analysis
and verified using a sequence of 2D numerical experiments for the same
schemes and for two second-order accurate extensions.

We demonstrated that a scheme designed for maintaining constant en-
ergy head, can indeed compute the flow over variable topography with
minimal energy losses. It was also shown that – in agreement with the con-
clusions from Kramer and Stelling [125] and Stelling and Duinmeijer [220]
– the artificial backwater for the momentum-conservative scheme cannot be
controlled. The scheme gives an energy loss (positive backwater contribu-
tion) at expansions and an energy gain (negative backwater contribution)
for contractions. However, the momentum-conservative scheme yields a
smaller artificial backwater than the non-conservative (standard) first-order
upwind (FOU) scheme. This

answers
research
question
1.

These findings are confirmed by the numerical experiments, where the
contributions to the global backwater from bottom friction and from the
advection scheme have been computed. The scheme with energy-head con-
stancy indeed shows very little to no backwater, but unfortunately shows
this property also for flows where losses might be expected, such as for the
flow over groynes. The non-conservative first-order upwind scheme was
found to cause an artificial backwater effect that could be as high as 35%
of the backwater due to bottom friction. In agreement with the 1D analysis,
the momentum-conservative scheme shows less backwater than the FOU
scheme.

Tests with the second-order extensions of the schemes – show that the
non-conservative second-order scheme does converge faster than the FOU
scheme, but on coarser grids, the backwater is equal or even larger than
with the FOU scheme. First-order advection schemes that adhere to physi-
cal principles, such as momentum conservation or energy-head constancy
along streamlines, give less artificial backwater than a higher-order scheme
that does not adhere to such principles. This

answers
research
question
2.

For the flow over and around groynes, the total head loss for the differ-
ent advection schemes and resolutions varies with as much as a factor two,
corresponding to several decimeters of water level difference. The lower-
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ing of the groynes resulted in a decrease in water levels in the range of
9–23 cm, depending on the advection scheme and the grid resolution, ren-
dering these choices very relevant in engineering projects.

At present, most river computations employ relatively coarse grids,
where the topography is resolved with limited resolution and the size
of the artificial backwater considerably depends on the chosen advec-
tion scheme. From the semi-implicit, staggered grid, finite difference/fi-
nite volume schemes investigated in the present work – for such low-
resolution computations – the authors recommend the use of a momentum-
conservative first-order scheme or a scheme with energy-head constancy,
for their efficiency and insensitivity to the grid resolution. Only for higher
resolutions – where accurate flow patterns need to be resolved (e.g. includ-
ing vortex shedding) – a second-order momentum-conservative scheme is
recommended.
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T H E T U R B U L E N C E M O D E L A N D T H E V E RT I C A L F L O W
S T R U C T U R E

This chapter was published as Platzek et al. [186]: "Accurate vertical profiles of
turbulent flow in z-layer models" in Water Resources Research.

T hree-dimensional hydrodynamic z-layer models, which are used
for simulating the flow in rivers, estuaries and oceans, suffer
from an inaccurate and often discontinuous bottom shear stress

representation, due to the staircase bottom. We analyze the governing
equations and clearly show the cause of the inaccuracies. Based on the
analysis, we present a new method that significantly reduces the errors
and the grid dependency of the results. The method consists of a near-bed
layer-remapping and a modified near-bed discretization of the k − ε

turbulence model. We demonstrate the applicability of the approach
for uniform channel flow, using a schematized two-dimensional vertical
model and for the flow over a bottom sill using the Delft3D modeling
system.

3.1 introduction

Three-dimensional (3D) hydrodynamic models, such as POM (Blumberg
and Mellor [24]), UnTRIM (Casulli and Walters [52]), SUNTANS (Fringer,
Gerritsen, and Street [82]), Delfin (Ham, Pietrzak, and Stelling [93]) and
Delft3D (Deltares [69]), are applied to simulate the flow in rivers, oceans,
estuaries and lakes, to predict flooding, aid in ship navigation and sedi-
ment management and to study morphology and water quality. For such
applications the vertical structure of the flow – including possible stratifi-
cation – is of key importance. Specifically the river modeling community
has only relatively recently started applying 3D models to simulate the

59
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Figure 9: Vertical grid structure and bottom shear stress for uniform channel flow,
using the σ-layer grid (left) and the z-layer grid (right).

flow in bends and near hydraulic structures such as groynes or weirs (see
e.g. Hardy et al. [97], Lane et al. [129], Lege, Alexy, and Kellermann [136],
Nihei, Kato, and Sato [170], Patzwahl, Jankowski, and Lege [179], and Wu,
Rodi, and Wenka [254]).

For the vertical discretization in 3D models, commonly either terrain-
following σ-layers, as introduced by Phillips [182], or strictly horizontal,
geopotential z-layers are used (Figure 9). Using σ-layers, the grid follows
the bottom and free surface, allowing the relatively simple application of
boundary conditions. However, problems with hydrostatic consistency arise
when modeling the flow above steep bottom slopes, in particular for strat-
ified flow (e.g. Haney [95], Mesinger [154], and Stelling and Van Kester
[221]). Additionally, σ-models provide excessive resolution in shallow ar-
eas and the layering can even become singular with zero depth, posing
difficulties in simulating wetting and drying.

Conversely, the z-layer discretization allows simple horizontal discretiza-
tions for pressure, advection and diffusion and it efficiently handles shal-
low areas. However, the bottom and free-surface boundaries are repre-
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sented as ’staircases’, see Figure 9. Even using a partial- or shaved-cell
approach (see e.g. Adcroft, Hill, and Marshall [2] and Pacanowski and
Gnanadesikan [176]), these boundaries cause problems. Firstly, inadequate
treatment of advection introduces implicit form drag along staircase bound-
aries (e.g. Beckmann and Döscher [13], Chen [60], Ezer and Mellor [76],
Kleptsova, Stelling, and Pietrzak [124], and Song and Chao [215]). Secondly,
thin layers – occurring when the bottom or free surface crosses a layer inter-
face – cause discontinuities in velocity and shear stress, see Figure 9. Wilcox
[250] reported this problem for non-uniform grid spacing near boundaries,
i.e. also for σ-models. These problems were considered e.g. by Bijvelds [18],
Chen [60], Stelling [218], and Tseng and Ferziger [233], but we did not find
proof that the proposed approaches provide accurate results on relatively
coarse, non-uniform grids, when combined with a sophisticated vertical
turbulence model.

Similar considerations hold for Immersed Boundary Methods (IBMs). In
such methods, the boundary arbitrarily cuts through the grid, forming an
immersed boundary. The effect of this boundary on the flow can then be in-
corporated in the governing equations in a number of ways. One common
approach is to use ghost-cells, situated outside the boundary. The bound-
ary condition is then transferred from the actual boundary to the ghost
cell using interpolation (Mittal and Iaccarino [159] and Tseng and Ferziger
[233]). Another approach is to apply cut-cells, where large ratios in cell size
can occur near the boundary. This problem is very similar to the problem
of thin layers in z-layer models. In IBMs, the small-cells problem was ad-
dressed e.g. by Kirkpatrick, Armfield, and Kent [121] and Seo and Mittal
[210].

Specifically for fluvial applications, the application of z-layers offers a
considerable decrease in computational time, due to the efficient treatment
of shallow (floodplain) areas, using a limited number of layers. However,
the resistance effect of the bottom boundary layer in these shallow areas –
also over variable topography – must be adequately represented using the
relatively coarse vertical resolution. This is a known problem for z-layer
models and severely limits the application of these models, especially in
combination with morphodynamics. We therefore aim at accurate repre-
sentation of bottom shear stress and vertical shear in z-layers, specifically
with limited grid resolution.

We first give a general description of the 3D models to which this work
applies. We then identify the cause of the erroneous variation of the bottom
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shear stress and velocity in z-layer models with a staircase bottom, by ana-
lyzing a schematic one-dimensional vertical (1DV) model with an algebraic
turbulence model, applicable to uniform channel flow. From this analysis
we propose a near-bottom layer-remapping that significantly reduces the
discretization errors that cause the erroneous variation.

Additionally, based on numerical experiments with the k− ε turbulence
model, we present a modified near-bottom discretization of the vertical
diffusion terms in the k − ε turbulence model. We test the methods for
uniform channel flow using a width-averaged 2D vertical (2DV) model
and for the flow over a bottom sill using the Delft3D modeling system,
both using the k− ε turbulence model. We show that the dependency of the
results on the near-bed grid structure in z-layer models is greatly reduced
and the accuracy of the vertical profiles greatly improved using the new
method.

3.2 mathematical model

We consider a 3D z-layer model, applicable to modeling rivers, estuaries
and oceans, as e.g. UnTRIM (Casulli and Walters [52]), SUNTANS (Fringer,
Gerritsen, and Street [82]), Delfin (Ham, Pietrzak, and Stelling [93]) and
Delft3D (Deltares [69]). These models differ foremost in the time integra-
tion, advection scheme and wetting and drying algorithms. For our analy-
sis of the bottom shear stress and vertical profiles, these differences are not
important. For simplicity we assume a hydrostatic pressure, but the new
methods presented in this paper also apply to non-hydrostatic models.
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3.2.1 Continuous model

The 3D model consists of the momentum equations in x- and y-direction
(omitting buoyancy for simplicity):

∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

+ w
∂u
∂z
− f v =

−g
∂ζ

∂x
+

∂

∂x

(
νh

∂u
∂x

)
+

∂

∂y

(
νh

∂u
∂y

)
+

∂

∂z

(
ν

∂u
∂z

)
(45)

∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

+ w
∂v
∂z

+ f u =

−g
∂ζ

∂y
+

∂

∂x

(
νh

∂v
∂x

)
+

∂

∂y

(
νh

∂v
∂y

)
+

∂

∂z

(
ν

∂v
∂z

)
(46)

where u, v, and w are the velocity components in x-, y- and z-directions,
respectively, t represents time, ζ is the free-surface level, νh and ν are the
horizontal and vertical eddy viscosities, f is the Coriolis parameter and
g is the gravitational acceleration. We note that commonly ν refers to the
molecular viscosity and νt to the turbulent eddy viscosity. For brevity, we
have used ν in the rest of this work.

Omitting sources for simplicity, the continuity equation reads:

∂u
∂x

+
∂v
∂y

+
∂w
∂z

= 0 (47)

After vertical integration and using kinematic relations at the free surface
and bottom, (47) can be rewritten to the free-surface equation:

∂ζ

∂t
+

∂

∂x

(∫ ζ

−d
udz
)
+

∂

∂y

(∫ ζ

−d
vdz
)
= 0 (48)

where d is the bottom depth (positive downwards from the reference level).
Neglecting wind shear, the bottom and free-surface boundary conditions

for (45)-(46) are:

ν
∂u
∂z

∣∣∣∣
z=−d

= |U∗| u∗ , ν
∂v
∂z

∣∣∣∣
z=−d

= |U∗| v∗ (49)

ν
∂u
∂z

∣∣∣∣
z=ζ

= 0 , ν
∂v
∂z

∣∣∣∣
z=ζ

= 0 (50)

where u∗ and v∗ are the shear velocities, which can be determined e.g.
based on a Chézy or Manning formulation. We define u∗ and v∗ based
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on the assumption of the logarithmic law of the wall for fully-developed
turbulent flow:

u∗ =
κu+

ln
(

z+
z0

+ 1
) , v∗ =

κv+

ln
(

z+
z0

+ 1
) (51)

|U∗| =
κU+

ln
(

z+
z0

+ 1
) (52)

where u+ and v+ are velocities at a height z+ from the bottom, U+ =

((u+)2 + (v+)2)1/2 and z0 is the roughness height, which is commonly de-
fined as z0 = ks/30, where ks is known as Nikuradse’s equivalent sand
roughness. Parameter z0 (or ks) is often used as primary calibration param-
eter.

To complete the 3D model, we need turbulence closures to compute the
eddy viscosities νh and ν. For simplicity, we assume νh to be constant. To
obtain accurate vertical profiles for a wide range of applications, we apply
the standard k− ε turbulence model (Jones and Launder [114]) to compute
the vertical eddy viscosity ν. For the model to be numerically stable, it is es-
sential that ν is strictly positive. Mohammadi and Pironneau [161] (p. 56–57

and 65–66) show that under the assumptions made to derive the differen-
tial form of the k− ε model, the model has strictly positive solutions.

In the k − ε model, ν is computed from the turbulent kinetic energy k
and its dissipation rate ε:

ν = cµ
k2

ε
(53)

where cµ is an empirical constant. The unknowns k and ε are computed
using two separate transport equations. The 3D k- and ε-equations read:

∂k
∂t

+ u
∂k
∂x

+ v
∂k
∂y

+ w
∂k
∂z
− ∂

∂z

(
ν

σk

∂k
∂z

)
− Pk + ε = 0 (54)

∂ε

∂t
+ u

∂ε

∂x
+ v

∂ε

∂y
+ w

∂ε

∂z
− ∂

∂z

(
ν

σε

∂ε

∂z

)
− Pε + εε = 0 (55)
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where:

Pk = ν

[(
∂u
∂z

)2

+

(
∂v
∂z

)2
]

(56)

Pε = c1ε
ε

k
Pk = c1εcµk

[(
∂u
∂z

)2

+

(
∂v
∂z

)2
]

(57)

εε = c2ε
ε2

k
(58)

are the production rate of k, the production rate of ε and the dissipation
rate of ε, respectively. We have neglected the horizontal diffusion terms
as they are commonly very small compared to the other terms (Bijvelds
[18]) and also because the advection terms will be discretized using the
dissipative (but stable and positive) first order upwind scheme. Adding the
horizontal diffusion terms would lead to excessive horizontal dissipation
(Kester [120]).

In the absence of wind shear, Dirichlet boundary conditions for the k− ε

model are (see e.g. Rodi [198]):

k|z=−d = |U∗|2√cµ
, ε|z=−d = |U∗|3

κz0
, ν|z=−d = κ |U∗| z0

k|z=ζ = kbg , ε|z=ζ = εbg , ν|z=ζ = νbg
(59)

where κ is the von Kármán constant and kbg, εbg and νbg are background
values that account for some background turbulence, of which we assume
it is always present. The background value for ν satisfies (53). In our tests
we used kbg = 1.0e−5m2/s2, εbg = 9.0e−7m2/s3 and νbg = 1.0e−5m2/s. We
also use these values as initial conditions for the k− ε model.

One could also apply Neumann-type boundary conditions for k and ε as
e.g. done by Burchard and Petersen [35] and Burchard, Deleersnijder, and
Stoyan [34] (see section 3.6).

The constants in the k− ε model are (Rodi [198]):

cµ = 0.09, c1ε = 1.44, c2ε = 1.92,
σk = 1.0, σε = 1.3

(60)

3.2.2 Discretized model

We discretize the equations on a structured C-grid (staggered positioning
of variables). For simplicity, we assume a constant grid spacing ∆x and ∆y.
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Our considerations mostly concern the vertical discretizations, rendering
them also applicable to curvilinear or unstructured C-grid models. We use
a semi-implicit formulation as used e.g. in UnTRIM and SUNTANS, but a
combination of our method with e.g. an ADI-type time integration as in
Delft3D is also feasible as demonstrated in section 3.5. The vertical eddy
viscosity ν is defined in w-points, i.e. at the layer interfaces. The discretized
momentum and free-surface equations read:

un+1
i+1/2,j,k − un

i+1/2,j,k

∆t
+ Fun

i+1/2,j,k − f vn
i+1/2,j,k =

−g
ζn+1

i+1,j − ζn+1
i,j

∆x

+
1

∆zn
i+1/2,j,k

(
νn

i+1/2,j,k+1/2

un+1
i+1/2,j,k+1 − un+1

i+1/2,j,k

∆zn
i+1/2,j,k+1/2

−νn
i+1/2,j,k−1/2

un+1
i+1/2,j,k − un+1

i+1/2,j,k−1

∆zn
i+1/2,j,k−1/2

)
(61)

vn+1
i,j+1/2,k − vn

i,j+1/2,k

∆t
+ Fvn

i,j+1/2,k + f un
i,j+1/2,k =

−g
ζn+1

i,j+1 − ζn+1
i,j

∆y

+
1

∆zn
i,j+1/2,k

(
νn

i,j+1/2,k+1/2

vn+1
i,j+1/2,k+1 − vn+1

i,j+1/2,k

∆zn
i,j+1/2,k+1/2

−νn
i,j+1/2,k−1/2

vn+1
i,j+1/2,k − vn+1

i,j+1/2,k−1

∆zn
i,j+1/2,k−1/2

)
(62)
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ζn+1
i,j − ζn

i,j

∆t

+
1

∆x

k=Mn
i+1/2,j

∑
k=mi+1/2,j

∆zn
i+1/2,j,kun+1

i+1/2,j,k

−
k=Mn

i−1/2,j

∑
k=mi−1/2,j

∆zn
i−1/2,j,kun+1

i−1/2,j,k


+

1
∆y

k=Mn
i,j+1/2

∑
k=mi,j+1/2

∆zn
i,j+1/2,kvn+1

i,j+1/2,k

−
k=Mn

i,j−1/2

∑
k=mi,j−1/2

∆zn
i,j−1/2,kvn+1

i,j−1/2,k

 = 0 (63)

where i, j and k are the indices corresponding to the x-, y- and z-direction,
m is the bottom layer index, Mn is the free-surface layer index at time level n
and Fu and Fv contain the explicitly discretized advection and horizontal
diffusion terms. The advection terms can be approximated e.g. using a
conservative upwind scheme as in Kleptsova, Stelling, and Pietrzak [124]
or an Eulerian-Lagrangian scheme (e.g. Casulli and Cheng [49] and Ham,
Pietrzak, and Stelling [94]).

After computing the new free-surface levels ζ and the new horizontal
velocities u and v from (61)-(63), the vertical velocities are computed recur-
sively upwards from the bottom, using the discrete continuity equation:

wn+1
i,j,k+1/2 = wn+1

i,j,k−1/2

+
1

∆x

(
∆zn

i−1/2,j,kun+1
i−1/2,j,k − ∆zn

i+1/2,j,kun+1
i+1/2,j,k

)
+

1
∆y

(
∆zn

i,j−1/2,kvn+1
i,j−1/2,k − ∆zn

i,j+1/2,kvn+1
i,j+1/2,k

)
for k = m, m + 1, . . . , Mn − 1 (64)

where the vertical velocity at the bottom wn+1
i,j,m−1/2 is zero.
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The bottom and free-surface boundary conditions for (61) and (62) are
given by (again neglecting wind shear):

νn
i+1/2,j,m−1/2

un+1
i+1/2,j,m − un+1

i+1/2,j,m−1

∆zn
i+1/2,j,m−1/2

= |U∗| u∗

= rx

∣∣∣Un
i+1/2,j,m

∣∣∣ un+1
i+1/2,j,m (65)

νn
i,j+1/2,m−1/2

vn+1
i,j+1/2,m − vn+1

i,j+1/2,m−1

∆zn
i,j+1/2,m−1/2

= |V∗| v∗

= ry

∣∣∣Vn
i,j+1/2,m

∣∣∣ vn+1
i,j+1/2,m (66)

νn
i+1/2,j,Mn+1/2

un+1
i+1/2,j,Mn+1 − un+1

i+1/2,j,Mn

∆zn
i+1/2,j,Mn+1/2

= 0 (67)

νn
i,j+1/2,Mn+1/2

vn+1
i,j+1/2,Mn+1 − vn+1

i,j+1/2,Mn

∆zn
i,j+1/2,Mn+1/2

= 0 (68)

where rx and ry are the Taylor coefficients, which we determine from the
logarithmic law of the wall:

rx =
κ2

ln2
(∆zn

i+1/2,j,m
2z0

+ 1
) (69)

ry =
κ2

ln2
(∆zn

i,j+1/2,m
2z0

+ 1
) (70)

and where:∣∣∣Un
i+1/2,j,m

∣∣∣ =

√(
un

i+1/2,j,m

)2
+
(
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i+1/2,j,m

)2
(71)∣∣∣Vn

i,j+1/2,m

∣∣∣ =

√(
un

i,j+1/2,m

)2
+
(

vn
i,j+1/2,m

)2
(72)

Eqs. (69)-(70) follow when u+ and v+ are taken as the velocities in the
bottom layer, i.e at z+ = ∆zn

m/2, in (51). We note that – in contrast to (52) –
due to the staggering, |U∗| and |V∗| are now different, because they concern
absolute velocities in different positions on the grid.

The model is completed by the discretized k − ε turbulence model. We
define k and ε at the layer interfaces, in correspondence with ν. The place-
ment of ν at the layer interfaces avoids vertical averaging of the viscosity
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in the horizontal momentum equations (61)-(62), but instead requires such
averaging in the k- and ε-equations. This leads to inaccuracies, specifically
near the bottom (see section 3.4).

To maintain positive solutions for k and ε, we use Patankar’s lineariza-
tion of the sink terms in the k- and ε-equations (Patankar [178]). This
linearization can be justified as follows. The dissipation ε is defined as
ε = k3/2/l =

√
kk/l, where l is a turbulent length scale. In writing an

expression for εn+1, this form suggests a linearization like Patankar’s:

εn+1 =

√
knkn+1

ln =
εnkn+1

kn (73)

The discrete k− ε model then reads:
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= 0 (74)
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= 0 (75)
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Figure 10: Three different vertical grid distributions for the 1DV example, where
all layers have thickness ∆z, except for the layers containing the bottom
or free surface.

where:
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(
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)
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(76)
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i,j,k+1/2
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(77)

and where Fkn
i,j,k+1/2 and Fεn

i,j,k+1/2 contain the advection terms, which we
discretize using an explicit first order upwind scheme, see Bijvelds [18].

The boundary conditions for the k− ε model (neglecting wind shear) are
given by (59). After computing k and ε, the eddy viscosity ν is obtained
from (53).

3.3 influence of the staircase bottom

Three-dimensional z-layer models as described in section 3.2, suffer from
an inaccurate and often discontinuous bottom shear stress representation,
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due to the staircase approximation of the bottom. More specifically, the dis-
continuities in velocities and bottom shear stress occur at locations where
the bottom crosses a layer interface, introducing a thin layer. We have an-
alyzed the governing equations and will clearly show that the errors are
caused by inaccuracy of the central discretization of the vertical diffusion
term in the horizontal momentum equations (61)-(62), near the bottom.

3.3.1 Problem analysis for uniform channel flow

To identify the cause of the inaccuracies and discontinuities in bottom shear
stress and vertical profiles of horizontal velocity in z-layer models, we con-
sider uniform channel flow, for which we know the analytical solution.
Omitting advection, horizontal diffusion, Coriolis, lateral effects, the tran-
sient term and variation of the pressure gradient, the momentum equation
in x-direction (61) reduces to a 1DV model:

∂

∂z

(
ν

∂u
∂z

)
= g

∂ζ

∂x
= − (u∗)

2

h
for 0 ≤ z ≤ h (78)

where h is the total water depth and where we have assumed the bottom
to be at z = 0.

For uniform channel flow, we know that ν varies parabolically in the ver-
tical as prescribed by an algebraic turbulence model based on the mixing-
length concept (Prandtl [190]):

ν(z) = κu∗ (z + z0)
(

1− z
h

)
(79)

The model is completed with the bottom and free-surface boundary condi-
tions in the x-direction from (49)-(50). Solving the set (78)-(79) analytically
leads to the well-known logarithmic velocity profile:

u(z) =
u∗
κ

ln
(

z
z0

+ 1
)

(80)

However, in discretizing and solving our equations we make errors, which
reduce the accuracy of the solution. The size of the errors depends on the
grid distribution and the existence of possible thin layers.
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3.3.2 Discretization

We investigated to what extent the discrete problem resembles the contin-
uous problem. For C-grids, (78) is commonly approximated as in (61):

1
∆zk

(
νk+1/2

2 (uk+1 − uk)

(∆zk+1 + ∆zk)

−νk−1/2
2 (uk − uk−1)

(∆zk + ∆zk−1)

)
= − (u∗)

2

h
(81)

Inserting the bottom boundary condition (65), yields the following expres-
sion for (81) in the layer containing the bottom (k = m). For simplicity we
assumed m = 1:

1
∆z1

(
ν3/2

2 (u2 − u1)

(∆z2 + ∆zb)
− (u∗)

2
)
= − (u∗)

2

h
(82)

where ∆zb = ∆z1 is the thickness of the layer containing the bottom. For
a relatively smooth bed – as can be assumed for uniform channel flow –
in principle, a no-slip boundary condition could be applied at the bottom.
This, however, requires extreme vertical resolutions to accurately represent
the boundary layer (see section 3.6).

From (82) – evaluating ν3/2 using (79) – we obtain an expression for u2:

u2 = u1 +
u∗
κ

(∆z2 + ∆zb)

2 (∆zb + z0)
(83)

which can be verified to be equal to:

u2 = u1 + ∆z3/2
τ3/2

ν3/2
= u1 + ∆z3/2

(
∂u
∂z

)
3/2

(84)

where τ = ν∂u/∂z is the shear stress. In other words, the velocity in the
second layer from the bed, is computed using a linear approximation of
the vertical gradient in horizontal velocity at the interface between the two
near-bed layers.

The near-bottom velocity u1 is obtained by evaluating the law of the wall
at the height of the first velocity point above the bottom:

u1 =
u∗
κ

ln
(

∆zb

2z0
+ 1
)

(85)
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a) b)

Figure 11: Dimensionless velocity profiles obtained for the 1DV model with alge-
braic turbulence model, for the I = 100 different vertical grid distribu-
tions (all with K = 10 layers); a) Original layering; b) Near-bed layering
modified to minimize the local truncation error (α = 0.402 in this case).
The analytical solution is included as the thick black line with green
square markers. Note the different velocity scales.

which exactly corresponds to the analytical logarithmic solution given by
(80). If the velocity approximation in (83) contains errors, these errors must
therefore come from the linear approximation of the vertical velocity gra-
dients, which vary as ∂u/∂z ∼ ∂/∂z (ln(z)) = 1/z.

3.3.3 Solution accuracy

We investigated the accuracy of (83) and its dependency on the local grid
structure, by computing the velocity profiles for I = 100 different vertical
grid layerings, having a constant layer thickness ∆z, except for the bottom
layer, which has a thickness ∆z/I < ∆zi,b < ∆z, where i is now the grid
counter (see Figure 10). For this example we chose z0/h = 0.002 and ap-
plied K = 10 layers, in all simulations. The resulting velocity profiles for
the I = 100 different vertical grid distributions are given in Figure 11a.

The figure shows significant errors for those vertical grid distributions
that have relatively small values of near-bed layer thickness ∆zi,b. The er-
rors are particularly large near the bottom, but the effect is clearly noticable
over the complete water column. It suggests that this local error is respon-
sible for the overall inaccuracy. Due to the fact that we used the analytical
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Figure 12: Percentual, absolute, dimensionless local solution error 100 |κẽi,2/u∗| as
a function of near-bed layer-thickness ratio α = ∆zi,b/∆zi,b and ’rough-
ness height ratio’ β = z0/∆zi,b; a) Overall plot for range 0 < α < 1 and
0 < β < 1; b) Detail plot for β < 0.1 (coarse vertical resolution).
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solution for u1, the solution error of u2 is precisely the local truncation
error ẽ in the second layer from the bottom:

ẽi,2 = uanalytic
i,2 − unumeric

i,2 (86)

or using (80), (85) and (83):

ẽi,2 =
u∗
κ

[
ln
(

2∆zi,b + ∆z + 2z0

∆zi,b + 2z0

)
− ∆z + ∆zi,b

2 (∆zi,b + z0)

]
(87)

We see that ẽi,2 depends on the layer thickness of the two near-bed layers,
on u∗ and on z0. We can gain more insight in the behavior of ẽi,2 by defining
the sum of the two near-bed layer thicknesses ∆zi,b = ∆zi,b + ∆z and by
writing ∆zi,b = α∆zi,b = α/ (1− α)∆z and z0 = β∆zi,b. Substituting these
expressions in (87), we obtain:

ẽi,2 =
u∗
κ

[
ln
(

1 + α + 2β

α + 2β

)
− 1

2 (α + β)

]
(88)

In Figure 12a, we have plotted the dimensionless, absolute percentual
error (100 |κẽi,2/u∗|) for grid distributions ranging from relatively thin
near-bed layers to relatively thick near-bed layers (0 < α < 1) and for
the range from coarse vertical resolutions to fine vertical resolutions
(0 < β < 1). When β ↑ 1, we have a very fine vertical resolution (∆zi,b ≈ z0)
and when β ↓ 0 we have a coarse vertical resolution (∆zi,b >> z0). Since
most applications have limited vertical resolution, we included a detail
plot in Figure 12b, showing the error for small values of β. Several
conclusions can be drawn from the figure:

1. For 0.4 ≤ α ≤ 0.5 the error is smallest, with limited dependency on
β.

2. For α smaller than α ≈ 0.3, the error grows very rapidly (in absolute
sense) for coarse vertical resolutions.

3. Even for moderately fine vertical resolutions, e.g. β = 0.2
(∆zi,b = 5z0), the error is significant for small α, i.e. for large
ratios in near-bed layer thickness.
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Figure 13: Remapping of the two near-bed layers to a layering with α = 0.45 in a
1DV grid.

This
answers
research
question

3.

To obtain small discretization errors for a large range of α, we would
require very high vertical resolution (∆zi,b <∼ 2z0), which we consider not
feasible. We therefore investigate the option of modifying the grid near the
bottom to obtain an α that provides small discretization errors in the veloc-
ity approximation, for a large range of β, i.e. both for coarse and fine ver-
tical resolution. To obtain 0.4 < α < 0.5, we must modify the near-bottom
layering to a layering where the bottom layer thickness ∆zb = α/ (1− α)∆z.
Such a local remapping/remeshing is illustrated for α = 0.45 in Figure 13.
The remapping ensures that no large ratios in layer thinkness occur near
the bottom.

We can find the locally-optimal ratio α for the grid layer distribution near
the bottom to obtain a zero truncation error, from the following equation:

ln
(

1 + α + 2β

α + 2β

)
− 1

2 (α + β)
= 0 (89)

which is easily solved by Newton iteration.
Figure 11b shows the drastic improvement of the results, when we use

the optimal α with ẽi,2 = 0 (α ≈ 0.402 for z0/h = 0.002) to modify the
near-bed layer thickness to ∆z′i,b = α (∆zi,b + ∆z). The velocity profiles are
very similar to the analytical solution and show almost no dependency on
the grid structure. We can conclude that reducing the discretization error
in the second layer from the bottom, improves the complete vertical profile.
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One might suggest avoiding modification of the mesh and attempting to
improve the approximation of the near-bed velocity gradients using higher-
order approximations. We did not pursue this, for a number of reasons.
Firstly, we focus on coarse grids, limiting the application of larger sten-
cils. Secondly, we consider the boundary layer, where the solution varies
strongly, reducing the applicability of higher-order schemes. And thirdly,
higher-order methods only provide more accurate results on smooth grids
(Hoffman [103]). The use of higher-order discretizations within cells or ele-
ments, as in a finite element framework, may be worth investigating. This,
however, requires the specification of higher-order derivatives in the bound-
ary conditions.

3.4 accurate profiles for the k − ε turbulence model

In section 3.3, we analyzed the truncation errors when using an algebraic
(mixing-length) turbulence model and demonstrated that the numerical ap-
proximation of the vertical profile of horizontal velocity is very sensitive to
the vertical grid structure near the bottom. Applying the standard central
scheme to approximate the vertical diffusion term, results in significant
truncation errors for large ratios in near-bed layer thickness. The errors can
be greatly reduced by remapping the two near-bed layers using an optimal
layer thickness ratio α obtained from (89). Here we demonstrate that to
obtain accurate vertical profiles using the more widely applicable k− ε tur-
bulence model, the near-bed discretization of the vertical diffusion terms
in the k- and ε-equations requires careful attention.

3.4.1 Solution accuracy for the k− ε turbulence model

Using the reduced 1DV model, presented in section 3.3, but now coupled
to the k− ε model to compute ν, we computed profiles of u, ν, k and ε for
the 100 different 1D vertical grid layerings (section 3.3.2). The profiles are
depicted in Figure 14 (all with K = 10 layers), showing the effect of the near-
bed vertical layering. In the figure, we included profiles obtained using a
model with K = 1000 layers, as a reference solution. From the figure we
notice that the negative effect of the large ratios in near-bed layer thickness
is slightly less pronounced for the 1DV k− ε model than for the algebraic
turbulence model, but variability of the profiles is still clearly visible. The
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reduced effect can be attributed to the fact that the eddy viscosity is now
coupled to the velocity and therefore also acts upon the strong velocity
gradients that emerge due to the large truncation errors, i.e. the errors are
smoothed out.

3.4.2 Improved discretization for the k− ε turbulence model

For the model with mixing-length turbulence, we found that modifying
the near-bed layering using α = 0.4− 0.5, could minimize the truncation
error and the variation of the velocity profiles. Conversely, for the model
with k− ε turbulence, we found from numerical experiments that using a
near-bed equidistant layering (α = 0.5), leads to the smallest dependency
of the results on the grid layering. We attribute this to the ∂ε/∂z-term in
the ε-equation and the (∂u/∂z)2-terms in the production terms in both the
k- and ε-equation. In the bottom boundary layer, these terms are (theo-
retically) proportional to 1/ (z + z0)

2, which becomes large for thin bottom
layers and moreover, the discrete (linear) approximations of these terms be-
come inaccurate for large ratios in near-bed layer thickness. These discrete
approximations show the least sensitivity when an equidistant layering is
applied near the bottom. Therefore, the remapping to a near-bed equidis-
tant layering with α = 0.5 is applied throughout the remaining part of
this paper. We stress that the near-bed layering is modified for all terms in
the equations, not only for the vertical diffusion and bottom shear stress
computation.

Figure 15 shows the improved profiles for u, ν, k and ε, obtained using
the model with k− ε turbulence when a modified near-bed layer thickness
∆z′i,b = α (∆zi,b + ∆z) is used, with α = 0.5 (again we chose z0/h = 0.002).

Our numerical experiments have shown that applying an α, computed
by minimizing the local truncation error using (89) reduces the variability
of u with the vertical layer distribution, but it does not lead to optimal
results. This can be understood, considering that the k− ε model does not
lead to the ’analytical’ profiles for u and ν (valid for the mixing-length
model) and also that the vertical diffusion term of ε and the production
terms in both the k- and ε-equation show the near-singular behavior near
the bottom, described above.

Due to the described behavior of the aforementioned terms, the specifica-
tion of the Dirichlet boundary conditions (59) in the k− ε model is often not
sufficient. For this reason, many researchers have turned to Neumann-type
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a) b)

c) d)

Figure 14: Dimensionless vertical profiles obtained for the uniform channel flow
using the k− ε turbulence model for the I = 100 different vertical grid
distributions (all with K = 10 layers); a) horizontal velocity u; b) eddy
viscosity ν; c) turbulent kinetic energy k; d) dissipation rate ε. Reference
solutions using K = 1000 layers are given by the thick black line with
green square markers.
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a) b)

c) d)

Figure 15: Dimensionless vertical profiles obtained for the uniform channel flow
using the k− ε turbulence model for the I = 100 different vertical grid
distributions, using α = 0.5 to modify the layering in the two-near bed
cells (all with K = 10 layers); a) horizontal velocity u; b) eddy viscosity
ν; c) turbulent kinetic energy k; d) dissipation rate ε. Reference solutions
using K = 1000 layers are given by the thick black line with green
square markers.
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boundary conditions, e.g. Burchard and Petersen [35]. We like to main-
tain the Dirichlet conditions, but note that it is important that the com-
puted near-bottom vertical diffusion fluxes in the k- and ε-equation have
adequate values. This should also be the case for coarse vertical discretiza-
tions, where the boundary layer is only one cell thick (or less) and for
non-equidistant grid layering.

Based on numerical experiments with our code, we modified the dis-
cretization of the vertical diffusion terms of k and ε near the bottom. This
is necessary to achieve an accurate amount of diffusion in the near-bottom
(and high-gradient) part of the water column. The following modifications
are most accurate and least sensitive to the grid layering:

∂

∂z

(
ν

σk

∂k
∂z

)∣∣∣∣n+1

i,j,3/2
=

1
∆zn
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i,j,2

σk

kn+1
i,j,5/2 − kn+1

i,j,3/2

∆zn
i,j,2

−
νn
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)
(90)
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where νn
i,j,2 =

(
νn

i,j,3/2 + νn
i,j,5/2

)
/2 and where we defined:

ν̃n
i,1 =

2νn
i,1/2νn

i,3/2

νn
i,1/2 + νn

i,3/2
, (92)

i.e. we modified the viscosities that are used in the computation of the
near-bed diffusion fluxes for k and ε. For k, it is best to take its value at the
first interface above the bottom. For ε we changed the vertical averaging
of ν in the near-bottom part of the diffusion flux from a strictly arithmetic
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average to a harmonic average, which was also used by Deubelbeiss and
Kaus [70] for geodynamic simulations (Stokes equations) with strongly-
varying viscosity.

Especially for ε, this is important to make sure the discretization re-
sults in an accurate near-bottom diffusion flux, also for coarse resolutions.
Our numerical experiments confirmed that the combination of a locally-
equidistant near-bed layering with the discretizations given in (90)-(92) pro-
vides the least sensitive near-bed diffusion fluxes for k and ε, and therefore
the most accurate velocity profiles, for a large range of vertical layer dis-
tributions. The considerations presented here also apply to σ-models, as
the standard near-bottom approximation of ν∂ε/∂z is also inaccurate for
coarse (near-)equidistant grid layering.

We have illustrated that when aiming to resolve the vertical flow struc-
ture for a uniform channel flow situation using a model with k − ε tur-
bulence, two aspects are of key importance: applying an equidistant grid
layering near the bottom and adequately computing the near-bottom verti-
cal diffusion fluxes of k and ε.This

answers
research
question

4.

3.5 results

In this section we consider two models. Firstly, a reduced 2DV model,
where we do not account for advection, horizontal diffusion, wind, buoy-
ancy effects and Coriolis forcing, which we use to model the uniform chan-
nel flow. Secondly, we use the z-layer module of Delft3D (Deltares [69]), to
model the flow over a sinusoidal bottom sill. We compare the results with
those obtained using the Delft3D σ-model.

3.5.1 Uniform channel flow

We test the 2DV version of the schematic model described in section 3.3,
including the k − ε turbulence model. We prescribe a constant discharge
per unit width q = hu at inflow and apply a Sommerfeld (or linearized
Riemann) condition for the water level at the outflow boundary, converging
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to a steady state water level gradient at the boundary equal to the bed level
gradient:

q|x=0 = qin (93)
∂ζ

∂t
+
√

gh
∂ζ

∂x

∣∣∣∣
x=L

= −
√

ghib (94)

where ib is the bottom slope (positive downwards).
We consider a channel with length L = 5000m, ib = 0.0001[-] and rough-

ness height z0 = 0.0023m.. As initial conditions, we set ζ = 0m and
u = w = 0m/s. For the k − ε model, we initialize the model with some
background turbulence, to make sure that division by zero is avoided in the
sink terms: kbg = 1.0e−5m2/s2, εbg = 9.0e−7m2/s3 and νbg = 1.0e−5m2/s.
As boundary conditions we apply qin = 50m2/s at inflow and (94) for the
water level at the outflow boundary.

We discretize the channel using 100 cells in x-direction and 13 z-layers in
z-direction. All layers have a ∆z = 0.4m (0.003 < β < 0.006), except for the
bottom and free-surface layers, which vary in thickness along the channel
due to the sloping bottom and water level. Due to the channel slope and the
specific layering, the bottom crosses a layer interface once, at x = 2500m,
introducing a near-bed layer thickness ratio α = ∆zmin/ (∆z + ∆zmin) =

0.0244, where ∆zmin is the smallest allowable layer thickness in the model,
which we chose to be ∆zmin = 0.01m (see also Section 3.6). This small α

occurs when no layer remapping is applied.
In Figure 16, the profiles of u and ν for all I = 100 cells along the channel

are plotted in one location. We have shifted the profiles vertically, such that
the bottom lies at z = 0m. The profiles (all with K = 13 layers) are shown
for the original layering and for the modified near-bed layering (α = 0.5),
together with results obtained using K = 1000 vertical layers (thick black
lines with green square markers). One can see that the velocity profiles
with K = 13 match the K = 1000 profiles for both the original and the
modified layering. The variation is now found only in the ν-profiles.

The bottom shear stress τb = ρ(u∗)2 should be constant along the chan-
nel. In Figure 17 one can see that the large near-bed layer thickness ratio
introduces a discontinuity in τb. Using the proposed remapping, the varia-
tion is greatly reduced and τb is close to the bottom shear stress obtained
from the high-resolution run.

For the 2DV model, the errors due to large layer thickness ratios near the
bottom express themselves differently than for the 1DV model. For the 1DV
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a) b)

c) d)

Figure 16: Vertical profiles for 2DV uniform channel flow (all with K = 13 layers);
a) horizontal velocity u using original layering; b) vertical eddy viscos-
ity ν using original layering; c) horizontal velocity u using modified
near-bed layering; d) vertical eddy viscosity ν using modified near-bed
layering. Results obtained with K = 1000 layers included as the thick
black lines with green square markers. Profiles have been shifted verti-
cally such that the bottom lies at z = 0m.
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Figure 17: Bottom shear stress for uniform channel flow using the 2DV model with
K = 13 layers; original layering (blue line with ’x’-markers), modified
near-bed layering (red line with ’o’-markers) and results obtained with
K = 1000 layers (thick black line with green square markers).

model, the pressure gradient is fixed and the truncation error manifests it-
self in the velocity profiles, whereas for the 2DV case, the discharge is spec-
ified from the inflow boundary condition and the truncation errors result
in an erroneous bottom shear stress and equilibrium depth. The truncation
error varies along the channel, growing in the direction of decreasing bot-
tom layer thickness (upstream direction). From the downstream boundary
upward, the truncation errors build up.

This can be recognized as follows: in the schematic 2DV model, the hor-
izontal coupling is realized through the pressure gradient and the continu-
ity equation. Each cell has a fixed inflow from the left (equal to qin) and has
a right water level which is influenced by the truncation error in the right
neighbor cell and the resulting (slightly erroneous) equilibrium depth in
that cell. This effect accumulates upstream, causing an artificial backwater
effect. At x = 2500m, the truncation error changes sign, becomes small and
then accumulates again in upstream direction.

3.5.2 Flow over a bottom sill

To test the method for use in more general flow situations, we implemented
the approach in the z-layer module of the Delft3D modeling system and
simulated the flow over a bottom sill passing through a number of z-layers.
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Figure 18: Bottom shear stress for the flow over a bottom sill using the Delft3D
σ-model (black line without markers), z-model with original layering
(red line with ’+’-markers) and z-model with modified layering (blue
line with ’o’-markers).

We applied again the k − ε turbulence model to compute ν. The test con-
cerns a 400m long flume, with a bottom depth of 9m (excluding the bottom
sill) and an initial water level of ζ = 0m. The smooth bottom sill has a to-
tal length of 200m (75m sinuisoidal, 50m crest and again 75m sinusoidal),
extends from x = 20m to x = 220m and has a height of 1.92m. The grid
is 2DV, has 400 cells in y-direction and 10 equidistant layers. At inflow a
velocity of v = 0.65m/s is specified and at ouflow the water level is kept
fixed at ζ = 0m. We used a roughness height z0 = 0.002m. The model was
completed using the default settings of the Delft3D z-layer model.

In Figure 18 we have compared the bottom shear stress along the flume
obtained with the Delft3D σ-model, the Delft3D z-model with original lay-
ering and the z-model with modified layering. One can see that using the
modified layering, the shear stress distribution is much smoother than us-
ing the original layering. The z-layer results resemble the results obtained
using the σ-model quite reasonably.

In this situation advection also plays a role. The effects are considered
in section 3.6. Advection was not switched off in Delft3D for this test and
no special measures were taken. The results obtained with the approach
presented here are very encouraging. They suggest that the accurate rep-
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resentation of near-bottom velocity and turbulence distributions in z-layer
models for real life applications is within reach.

3.6 discussion

We demonstrated that the near-bed layer remapping and the modified dis-
cretizations for the vertical diffusion terms of k and ε provide significantly
improved vertical profiles (1DV) and reduced erroneous variation and dis-
continuities in the bottom shear stress (2DV or 3D). The approaches are
generally applicable to 3D z-layer models. Using the proposed approaches,
the obtained velocity profiles and bottom shear stress distributions were
very similar to those one (usually) obtains using a σ-model, allowing the
direct use of the bottom shear stresses for morphodynamic computations.

As mentioned in the introduction, the presented considerations may also
apply to immersed boundary methods (IBMs). When applying IBMs with
a cut cell approach, the resulting grid has large jumps in cell size near the
boundary, where a (logarithmic) boundary layer is supposed to be repre-
sented. For relatively coarse meshes (compared to the boundary layer thick-
ness), we expect that such approaches suffer from the same problems and
large discretization errors as presented here. Such methods may therefore
benefit from the layer-remapping approach.

When ghost-cells are applied to approximate the boundary values and
the distances from the points used for interpolation to the actual bound-
ary point vary strongly, the interpolation may be inaccurate for the same
reasons as illustrated in the paper. In this case, again (locally) equidistant
grids will offer most accurate results, with the least dependency on the
local grid structure or interpolation stencil.

An important effect of the near-bed layer remapping is that it causes
neighbor cells to be shifted with respect to each other (see Figure 19). This
should be taken into account in the computation of horizontal advection
and in the possible transport of constituents. However, the remapping does
not introduce problems with mass conservation, as each pair of cells uses
the same cell interface area to compute the flux between the cells. The area
is modified due to the remapping, but it is modified for both neighbor
cells. We do not introduce multiple connectivity between cells, i.e. a cell
always has only four horizontal neighbors (West, East, South and North),
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Figure 19: Remapping of the two near-bed layers to a locally equidistant layering
(α = 0.5) in a 2DV grid, for cells i and i + 1.

with which horizontal fluxes are exchanged. Discrete volume conservation
still applies:
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(95)

even though ∆zi−1/2,j,k and ∆zi,j−1/2,k may not match ∆zi,j,k. This also ap-
plies to the transport equation.

In two specific situations, one must take special measures to maintain
mass conservation. Firstly, when the water level enters the second cell from
the bottom (drying/flooding) and secondly, when the bed level changes
due to morphodynamics. In such situations, we added a vertical flux at the
layer interface between the two bottom layers, to account for the volume
change due to ∂ζ/∂t and ∂d/∂t. This causes some spurious mixing near
the bottom.

We stress that we do not alter the baricenters of the cells involved in the
remapping, i.e. the baricenters of horizontal neighbors are still at the same
z-level. Therefore, the remapping does not introduce spurious barotrop-
ic/baroclinic pressure gradients.
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With or without the remapping, the computation of advection over bot-
tom steps requires attention, as e.g. illustrated in Kleptsova, Pietrzak, and
Stelling [123] and Kleptsova, Stelling, and Pietrzak [124]. Otherwise, the
solution may deteriorate due to spurious form drag. The combination of
our layer-remapping with the remapping proposed by Kleptsova, Stelling,
and Pietrzak [124] is therefore interesting to investigate. The latter remap-
ping preserves an equidistant near-bed layering, so that no conflicts are
expected in the combination. Applying an Eulerian-Lagrangian advection
scheme could also be considered (e.g. Casulli and Cheng [49] and Ham,
Pietrzak, and Stelling [94]). Adequate interpolation near the boundaries is
then imperative.

We have inspected the vertical velocities near the bottom steps and found
discontinuities, both with and without adaption of the near-bed layering.
The vertical velocities in a hydrostatic model do not have an actual physi-
cal meaning, they merely serve to enforce continuity. We therefore believe
that the jumps in vertical velocity might be reduced by applying a non-
hydrostatic model, possibly with special care to balance the discontinuities
in w near the bottom, induced by the way we commonly apply the conti-
nuity equation.

The discontinuities in vertical velocity w can probably also be reduced
by applying a shaved- or cut-cell approach as e.g. proposed by Adcroft,
Hill, and Marshall [2], Chen [60], Kirkpatrick, Armfield, and Kent [121],
and Seo and Mittal [210]. Together with the layer-remapping approach and
the modified near-bed discretizations in the k− ε model, this may reduce
the bottom-related problems in hydrodynamic z-layer models even further
than shown in this paper. However, the implementation of such an ap-
proach in an existing finite difference or finite volume code is often not
straightforward.

We incorporate the bottom boundary condition for the momentum equa-
tion via the law-of-the-wall approach. For a relatively smooth bed, phys-
ically, a no-slip boundary condition applies at the bottom, which should
be sufficient to induce a logarithmic boundary layer profile. Unfortunately,
this only holds for sufficiently high vertical resolution. Numerical exper-
iments with the 1DV model from section 3.3 have shown that even with
500 layers the velocity profiles significantly differ from (80). Assuming a
logarithmic velocity profile in the bottom layer as in (85), more accurate
solutions can be obtained using only 5 layers.
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The computation of u∗ from (51) requires the evaluation of the velocity
at a certain height above the bed, for which we know that it is located in
the logarithmic boundary layer. Commonly, this is realized by using the ve-
locity in the lowest active grid cell ui+1/2,j,m. However, for velocity profiles
that are not (perfectly) logarithmic in the bottom boundary layer, the result-
ing value of u∗ may be strongly dependent on the local grid structure. The
grid influence is often reduced by using e.g. the velocity in the second ac-
tive layer from the bed ui+1/2,j,m or some weighted average of ui+1/2,j,m
and ui+1/2,j,m+1. By applying the equidistant near-bed layer remapping
(α = 0.5), the results become much less sensitive to which velocity is used
for computing u∗.

Another important notice is related to the common use of a minimum
layer thickness ∆zmin. Such a parameter is often applied to avoid too thin
layers in z-layer models. Both for the 2DV and the Delft3D model, we ap-
plied ∆zmin = 0.01m, meaning that layers that would become thinner than
0.01m, are added to the layer above (for the bottom) or below (for the free
surface). Using our layer remapping procedure, application of a ∆zmin is
strictly only necessary to avoid thin layers near the free surface, as thin lay-
ers near the bottom will get their thickness averaged with the layer above.

Applying a larger ∆zmin would also partly relieve the problems consid-
ered in this paper. However, to obtain similar layer thickness ratios as with
our remapping approach, one would have to apply ∆zmin = 0.5∆z (with ∆z
a uniform or average layer thickness), which would result in the fact that
near the bottom a layer would have a thickness 0.5∆z ≤ ∆zb ≤ 1.5∆z.
This would lead to jumps in layer thickness from 1.5∆z to ∆z for two
horizontally-neighboring cells, at locations where the bottom crosses a
layer interface, whereas our approach results in jumps in layer thickness
from ∆z to 0.5∆z for two neighbouring cells. Our approach thus retains
a somewhat higher resolution near the bottom. When a ∆zmin < 0.5∆z is
applied, the layer thickness ratios and discretization errors are larger than
with the remapping approach.

We apply Dirichlet boundary conditions for k and ε at the bottom. Bur-
chard and Petersen [35] and Burchard, Deleersnijder, and Stoyan [34] state
that Neumann- or flux-type bottom boundary conditions perform better
than Dirichlet boundary conditions in many flow situations. Burchard and
Petersen [35] prescribe a zero diffusion flux for k at the bottom boundary:

ν
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∂k
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= 0 (96)
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and the following relation for ε:
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where c0
µ is a constant. The question then remains at which height these

conditions are evaluated, e.g. at the bottom interface, or at the first internal
grid point, leaving an ambiguity and introducing grid dependency. The
advantage of specifying Dirichlet conditions is that they are easy to imple-
ment, that the problem is well-posed and that k and ε are bounded.

3.7 conclusions

Three-dimensional hydrodynamic z-layer models can provide erroneous
velocity profiles and bottom shear stress distributions at positions where
the bottom crosses a layer interface, introducing a large ratio in layer thick-
ness near the bottom. We demonstrated this for the situation of uniform
channel flow. The errors are caused by the inaccuracy of the discretization
of the vertical diffusion term in the momentum equations for non-uniform
vertical layering and can be avoided by performing a local remapping to
an equidistant near-bed layering. The new approach works both in com-
bination with an algebraic mixing length turbulence model and the k − ε

turbulence model.
Additionally, modifications in the near-bottom treatment of the vertical

diffusion terms in the k- and ε-equations have been presented. The com-
bination of these modifications with the layer-remapping approach allows
the accurate and smooth representation of bottom shear stress and veloc-
ity profiles along sloping channels and rivers using z-layer models. We
showed the applicability using a schematic 2D vertical model for uniform
channel flow and by using the Delft3D modeling system to simulate the
flow over a bottom sill. Using the new methods it is now feasible also for
z-layer models to use the straightforwardly computed bottom shear stress
as direct input for coupled morphodynamic models.
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4
S U B G R I D M O D E L L I N G , E F F I C I E N C Y A N D G R I D
C O N V E R G E N C E

This chapter was published as Platzek et al. [187]: "An efficient semi-implicit sub-
grid method for free-surface flows on hierarchical grids" in the International

Journal for Numerical Methods in Fluids.

W e present a new modelling strategy for improving the efficiency
of computationally intensive flow problems in environmental
free-surface flows. The approach combines a recently devel-

oped semi-implicit subgrid method with a hierarchical-grid solution
strategy. The method allows the incorporation of high-resolution data
on subgrid scale to obtain a more accurate and efficient hydrodynamic
model. The subgrid method improves the efficiency of the hierarchical
grid method by providing better solutions on coarse grids. The method is
applicable to both steady and unsteady flows, but we particularly focus
on river flows with steady boundary conditions. There, the combined
hierarchical grid-subgrid method reduces the computational effort to
obtain a steady state with factors up to 43. For unsteady models, the
method can be used for efficiently generating accurate initial conditions on
high-resolution grids. Additionally, the method provides automatic insight
in grid convergence. We demonstrate the efficiency and applicability of the
method using a schematic test for the vortex shedding around a circular
cylinder and a real-world river case study.

4.1 introduction

Many environmental free-surface flow problems involve dynamic systems
which are close to an equilibrium state. The numerical models used for
solving such problems generally apply constant boundary conditions. This
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is particularly valid for large-scale river applications, where the quasi-
steady state is mostly determined by the combination of fixed upstream dis-
charges, downstream water levels and a global balance between pressure
gradient and bottom friction, see for example Ge and Sotiropoulos [88],
Jia, Xu, and Wang [111], Kang et al. [116], Paik, Escauriaza, and Sotiropou-
los [177], and Patzwahl, Jankowski, and Lege [179]. Very often, however,
a large spectrum of topographic scales – ranging from bends and mean-
ders at larger scales, down to smaller scales with groynes, weirs, dunes
and ripples – are present in the problem. To accurately represent the resis-
tance effects and resulting flow patterns emerging from such topographic
features, (locally) high-resolution models are required.

Two aspects are always important: computational efficiency and accu-
racy. Efficiency requires efficient solvers and parallel computing. For quasi-
steady state computations efficiency also implies minimizing the spin-up
time. For the second issue, accuracy, an approach where solutions are ob-
tained on different grids will offer insight in the grid dependency or con-
vergence and as such in the accuracy of the solution.

Over the past decades, much effort was invested in the development
of methods applying multiple resolutions. Multigrid methods Hackbusch
[91] and Trottenberg, Oosterlee, and Schüller [232], multiscale methods
Lamby, Müller, and Stiriba [128] and Müller and Stiriba [163], (adaptive)
local grid refinement Berger, LeVeque, and Mandli [15], Berger and Colella
[16], Brandt [27], and Liang et al. [141], coarse-grid projection Lentine,
Zheng, and Fedkiw [138], nested-grid modelling Baranya, Olsen, and Józsa
[10], coupling of models with different resolutions Fringer, McWilliams,
and Street [83], or hp-adaptivity in finite element methods Kubatko, Wes-
terink, and Dawson [126] are all based on this basic idea. All of these ap-
proaches involve coarse approximations of a problem that contains finer
scales. Within these coarse approximations, an inherent step in the algo-
rithm is averaging or interpolation of fine grid quantities, commonly re-
sulting in some loss of accuracy.

Full Multigrid (FMG) (e.g. Trottenberg, Oosterlee, and Schüller [232]), is
a particular variant of multigrid, that is mostly applied to boundary-value
problems. In FMG, the solution to a problem is progressively improved
on a sequence of finer grids. A first solution is computed using a coarse-
grid approximation of the fine-grid problem, after which the solution is
interpolated to a finer grid. Then a new solution is computed using multi-
grid cycles. This process is repeated recursively, until the finest resolution
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is reached. The method is known for its excellent theoretical convergence,
but in practice the efficiency of the method depends on how well the coarse-
grid problems represent the underlying fine-grid problem.

Independently, subgrid methods were developed to significantly im-
prove the accuracy of low-resolution models, by accounting for high-
resolution data and/or processes. The availability and quality of such data
has greatly increased. In particular, advances in remote sensing (e.g. Li-
DAR) and other measurement techniques have improved the quality of
high-resolution topography and land-use data. With the advent of these
new data sources, there is a need to incorporate these high-resolution data
in numerical models (e.g. Dottori, Baldassarre, and Todini [72] and Forzieri
et al. [81]).

Many subgrid methods apply an approach based on averaging of avail-
able data over computational cells and/or determining a porosity value per
grid cell, thereby improving the quality of coarse-grid numerical models,
e.g. Bates et al. [12], Cea and Vázquez-Cendón [55], Defina [67], Lane et al.
[131], McMillan and Brasington [153], Olsen and Stokseth [172], Sanders,
Schubert, and Gallegos [205], and Yu and Lane [262]. Recently, a new sub-
grid method was developed, where high-resolution data is incorporated
into the model by integrating over computational cells Casulli [46] and
Casulli and Stelling [51]. An important difference between this subgrid
method and previous ones, is that it results in a nonlinear equation for
the free surface. To the authors’ knowledge, this is the first method to do
so. This method significantly improves the quality of numerical models,
reduces the grid dependency of the model and in many cases allows the
application of (very) coarse grids using subgrid data, with limited loss of
accuracy. In particular for simulations with wetting and drying, the method
has clear advantages, both in two-dimensional (2D) and three-dimensional
(3D) models Casulli [46] and Casulli and Stelling [51].

The method is under continuous development in terms of accuracy, ef-
ficiency and practical applicability. It was extended to accurately include
the effect of subgrid variability on bottom friction and advection in shallow
flows in a finite volume concept and it was combined with local grid refine-
ment using quadtree grids Stelling [219] and Volp, Prooijen, and Stelling
[240]. The subgrid method has been implemented in the unstructured grid
UnTRIM2 model Casulli [46] and Casulli and Stelling [51] and it has been
reported that a significant reduction in computational effort Sehili, Lang,
and Lippert [209] can be obtained with respect to the conventional UnTRIM
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model without subgrid Casulli and Walters [52] and Casulli and Zanolli
[53]. Tools for pre- and post-processing have been successfully adapted to
accommodate the subgrid method, making it mature enough for practical
application Sehili, Lang, and Lippert [209].

Building on these developments, we constructed a new approach for effi-
cient quasi-steady flow modelling that combines the new subgrid method
Casulli [46], Casulli and Stelling [51], and Stelling [219] (discussed in sec-
tion 4.2.1) with a hierarchical grid approach applying some multigrid con-
cepts to efficiently solve the flow problem on a sequence of finer grids (pre-
sented in section 4.2.2). Instead of performing multigrid iterations (within
a time step), we simply perform time stepping and evolve the solution to-
wards the (possible) steady state, but then on a sequence of grids. This
allows possible instationary processes to develop with increasing grid res-
olution. The method effectively deals with the different spatial and tempo-
ral scales that are present in free-surface flow problems with complex ge-
ometries and therefore allows considerable savings in computational times.
Additionally, it provides automatic insight in grid convergence. It can also
be used for efficiently generating initial conditions for high-resolution, un-
steady computations.

In section 4.3 we describe two test cases: (1) the problem of vortex shed-
ding and (2) a real-world case study of the Elbe River in Germany. In sec-
tion 4.4 we present the results obtained for the two test cases, demonstrat-
ing the efficiency of the combined approach and the resulting insight in
grid convergence and numerical diffusion. We discuss the new method
and the obtained results in section 4.5 and end with the conclusions in
section 4.6.

4.2 the combined hierarchical grid-subgrid method

We present a new modelling approach in which we extend the subgrid
method Casulli [46], Casulli and Stelling [51], Stelling [219], and Volp,
Prooijen, and Stelling [240] to a solution strategy on hierarchical grids.
The subgrid method forms the hydrodynamic core of our approach and
the hierarchical grid approach is a solution strategy built around that core
to effectively deal with the different spatial and temporal scales that are
present in the problems we aim to solve. Before we consider the details of
the combined approach in section 4.2.2, we discuss some general properties
of the applied subgrid method.
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4.2.1 The subgrid method

Subgrid methods are applied to account for data or processes that act at
a scale smaller than the grid resolution, e.g. topographical variation, tur-
bulence, hydraulic structures, vegetation and precipitation. Many existing
subgrid methods are based on a statistical or empirical representation of
these subgrid processes, e.g. Bates et al. [12], Cea and Vázquez-Cendón
[55], Defina [67], Lane et al. [131], McMillan and Brasington [153], Olsen
and Stokseth [172], Sanders, Schubert, and Gallegos [205], and Yu and Lane
[262]. These methods have been shown to improve the accuracy and appli-
cability of coarse-grid models.

To the authors’ knowledge, Casulli Casulli [46] was the first to account
for subgrid effects using an integral approach: integrating known subgrid
data over computational cells and edges. Casulli applies a (semi-)implicit
method for the shallow water equations, in which the momentum equa-
tions are substituted in the continuity equation. For conventional methods,
this results in a linear equation for the unknown water level. The subgrid
method Casulli [46], however, by the same procedure of substitution, yields
a nonlinear equation for the water level.

The momentum equations for the subgrid method can be derived in a
number of ways: (a) as strictly depth-averaged and edge-averaged as in
Casulli [46], (b) using subgrid velocities as in Casulli and Stelling [51], or
(c) as volume-averaged velocities as in Stelling [219] and Volp, Prooijen,
and Stelling [240]. When applied on regular, structured grids, the method
presented in Casulli and Stelling [51], particularly lends itself for a combi-
nation with a hierarchical grid approach (section 4.2.2). For simplicity, we
apply the 3D method from Casulli and Stelling [51] in 2D depth-averaged
mode. Neglecting wind and Coriolis effects, the governing equations are:

∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

= −g
∂ζ

∂x
+

∂

∂x

(
νh

∂u
∂x

)
+

∂

∂y

(
νh

∂u
∂y

)
− γ |U| u

H
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∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

= −g
∂ζ

∂y
+

∂

∂x

(
νh

∂v
∂x

)
+

∂

∂y

(
νh

∂v
∂y

)
− γ |U| v

H
(99)

∂ζ

∂t
+

∂ (Hu)
∂x

+
∂ (Hv)

∂y
= 0 (100)

where u and v are the depth-averaged velocities in x- and y-direction, re-
spectively; ζ is the free-surface position; H is the total water depth de-
fined as H = ζ + h, where h is the bottom depth (positive downwards);
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Dry subcell

Cell i,j Cell i+1,j

x

z

x

y

xs
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Cross-sectional flow

area     for edge Γi+1/2,j

Water level ζ

Edge-averaged velocity u

Subgrid velocity ujs

Af

Figure 20: Illustration of two computational cells with topography defined on sub-
grid level, using in this case 4x4 subgrid cells per computational cell.
The water level is defined on computational grid level. The topogra-
phy can vary on subgrid level, allowing the occurrence of dry subcells
as shown in cell Ωi,j. Computational grid velocities are indicated by
the thick red arrows and subgrid velocities along the computational
edges are indicated by the thin black arrows (their relationship is given
by (108). The cross-sectional flow area A f on edge Γi+1/2,j between the
two computational cells is hatched. The cell sizes ∆x and ∆y and the
subcell sizes ∆xs and ∆ys are also indicated.

t represents time; g is the gravitational acceleration; γ is the bottom fric-
tion coefficient, computed using e.g. a Chézy or Manning formulation;
|U| = (u2 + v2)1/2; and νh is the horizontal eddy viscosity.

We discretize the equations on a rectangular grid in Cartesian coordi-
nates with constant grid sizes ∆x and ∆y. The grid has I cells in the x-
direction and J cells in the y-direction. We use a C-grid administration
(staggered positioning of variables), i.e. water level ζ and horizontal viscos-
ity νh are specified in cell centres and velocity components u and v at cell
edges. Ωi,j is the cell at position (i, j), where i and j are the indices in x and
y-direction, respectively, with i = 1, 2, . . . , I; j = 1, 2, . . . , J.

In conventional methods, variables such as depth, roughness coefficients
and velocity are constant within computational cells and/or along compu-
tational edges. Within the subgrid context, only the water level (and asso-
ciated volume) is assumed to have a single value within a computational
cell (for a certain point in time), thereby also fixing the pressure gradient
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over a computational edge to a single value for each edge. Other variables
are allowed to vary within cells (bottom topography, horizontal eddy vis-
cosity) and along cell edges (bottom topography, roughness coefficients,
velocity). This concept is illustrated in Figure 20 for two computational
cells with subgrid topography. In the figure, one subcell in the left cell is
dry. The edge-averaged velocity vectors and the subgrid velocities along
the cell edges are displayed. Additionally, the cross-sectional flow area A f
between the two computational cells is indicated. Instead of computing the
edge-averaged velocity ui+1/2,j as in conventional methods, we now com-
pute the subgrid velocities, defined as

(
ujs
)

i+1/2,j, where js is a subgrid edge
along computational edge Γi+1/2,j between cells Ωi,j and Ωi+1,j. Applying
the subgrid approach with these definitions, we discretize the momentum
equations (1) and (2) for all subgrid edges along a cell edge Γ as in Casulli
and Stelling [51], but with a slightly different notation:(

ujs
)n+1

i+1/2,j =
(

Fujs
)n

i+1/2,j − g
∆tn

∆x

(
ζn+1

i+1,j − ζn+1
i,j

)
−∆tn

(
γjs
)n

i+1/2,j(
Hjs
)n

i+1/2,j

∣∣∣(Ujs
)n

i+1/2,j

∣∣∣ (ujs
)n+1

i+1/2,j

∀ js ∈ Γi+1/2,j (101)

(vis)
n+1
i,j+1/2 = (Fvis)

n
i,j+1/2 − g

∆tn

∆y

(
ζn+1

i,j+1 − ζn+1
i,j

)
−∆tn

(γis)
n
i,j+1/2

(His)
n
i,j+1/2

∣∣∣(Uis)
n
i,j+1/2
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∀ is ∈ Γi,j+1/2 (102)

where n is the time level and ∆tn is the time step size at level n. Fu and Fv
contain the explicitly discretized horizontal advection and diffusion terms.
For the advective part we apply the following first-order upwind scheme:(
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)n
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[
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)
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)n

i+1/2,j − un
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)]
∀ js ∈ Γi+1/2,j (103)
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where the advective velocities are computed using the following upwind
definitions:

u− =
1
4

(
un

i+1/2,j + un
i+3/2,j −

∣∣∣un
i+1/2,j + un

i+3/2,j

∣∣∣) (104)

u+ =
1
4

(
un

i−1/2,j + un
i+1/2,j +

∣∣∣un
i−1/2,j + un

i+1/2,j

∣∣∣) (105)

v− =
1
4

(
vn

i,j+1/2 + vn
i+1,j+1/2 −

∣∣∣vn
i,j+1/2 + vn

i+1,j+1/2

∣∣∣) (106)

v+ =
1
4

(
vn

i,j−1/2 + vn
i+1,j−1/2 +

∣∣∣vn
i,j−1/2 + vn

i+1,j−1/2

∣∣∣) (107)

A similar expression holds for the discretization of Fv. Note that the ad-
vective velocities u−, u+, v− and v+, as well as the upwind velocities in
the velocity gradient are based on the edge-integrated velocities, whereas
the velocities on the considered subgrid edge in the velocity gradients are
taken as the local subgrid velocities

(
ujs
)n

i+1/2,j. It can be verified that after
integration along a computational edge, one obtains a consistent discretiza-
tion of the advection term in this way. Instead of discretizing the advection
term using finite differences, one could apply a finite volume discretiza-
tion as in Stelling [219], where the advection operator only depends on
edge-integrated quantities.

The edge-averaged velocity of edge Γi+1/2,j is obtained from the subgrid
velocities as follows:

ui+1/2,j =
1

A f
i+1/2,j

∑
js∈Γi+1/2,j

(
ujs
)

i+1/2,j

(
Hjs
)

i+1/2,j ∆ys (108)

where ∆ys is the subedge length and where the cross-sectional flow area
A f

i+1/2,j is computed as:

A f
i+1/2,j = ∑

js∈Γi+1/2,j

(
Hjs
)

i+1/2,j ∆ys (109)

The explicit upwind scheme is stable when the Courant-Friedrichs-Lewy
(CFL) condition for horizontal flow velocity is satisfied. One could also
apply a partly implicit scheme, e.g. Piacsek and Williams [183] or an
Eulerian-Lagrangian scheme, e.g Casulli and Cheng [50], Ham, Pietrzak,
and Stelling [94], and Wang, Zhao, and Fringer [245] to avoid the CFL con-
dition on the time step.
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We discretize the diffusion term in (101) using central differences (simi-
larly for the term in (102)):(
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where νh is the viscosity νh (defined in the cell centre) averaged to the cell
corner. We note that the discretized diffusion operator only depends on the
edge-integrated velocities and not on the subgrid velocities. For simplicity,
we did not investigate the use of subgrid viscosities and velocity gradients
in the computation of the horizontal diffusion. The discretization of the
horizontal diffusion operator also poses a stability restriction on the time
step, but this restriction is commonly much less severe than that from the
advection term Casulli and Cheng [50]. Together with the velocity at time
level n, we obtain the explicit operator Fu (and similarly Fv):(
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)n
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(
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∣∣∣Diff

∀ js ∈ Γi+1/2,j (111)

The continuity equation (100) is discretized as usual for each computa-
tional cell Ωi,j, but the fluxes are now summations over the subedges along
each computational edge Γ of the cell. When integrating (100) over the cell
area, we obtain a volume conservation equation:
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where ∆xs and ∆ys are the subgrid cell sizes (taken constant for simplicity,
but the subgrid method allows variable subgrid resolution per cell); and V
is the water volume in a cell.

The water volume and wet area in a cell depend on the local bathymetry
and water level. As the bathymetry can vary on subgrid level, the volume
and wet area are computed using integrals over the cell, allowing possible
dry subcells, as illustrated in Figure 20. Following Casulli [46] and replac-
ing the integrals by summations over subgrid cells, the wet area A and
volume V for a cell Ωi,j are computed through:

Ai,j(ζi,j) = ∑
p∈Ωi,j

(
Θ
(
hp + ζi,j

)
∆xs∆ys

)
(113)

where p is the index of a subgrid cell within Ωi,j and Θ is the Heaviside
step function:

Θ
(
hp + ζi,j

)
=

{
1 if hp + ζi,j > 0
0 otherwise

for −∞ < ζi,j < ∞

(114)

The volume function Vi,j is related to Ai,j by:

Vi,j(ζi,j) = ∑
p∈Ωi,j

max
(
0, hp + ζi,j

)
∆xs∆ys (115)

or:

Vi,j(ζi,j) =
∫ ζi,j

−∞
Ai,j

(
ζi,j
)
dz (116)
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Examining (112), one can see that the volume of cell Ωi,j is altered by the
sum of all fluxes across its cell faces. Using the subgrid approach, the fluxes
are integrals along the edges of the cell, accounting for possible variations
in depth, roughness, horizontal eddy viscosity and velocity along these
edges.

The momentum and volume conservation equations (101), (102) and
(112) together form a system of equations for the unknown flow veloci-
ties u and v across all cell (sub)edges and the unknown free-surface levels
ζ in all cell centres. After formal substitution of (101) and (102) in (112), we
obtain a discrete equation for the volume of water in each cell Ωi,j:
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where ψn
i+1/2,j is a scalar quantity that is part of the coefficient that couples

cells Ωi+1,j and Ωi,j and bn
i,j is a scalar quantity that contains all explicit con-

tributions from the momentum and volume conservation equations. They
are given by:

ψn
i+1/2,j = ∑

js∈Γi+1/2,j


((

Hjs
)n

i+1/2,j

)2
∆ys(

Hjs
)n

i+1/2,j + ∆tn
(
γjs
)n

i+1/2,j

∣∣∣(Ujs
)n

i+1/2,j

∣∣∣
 (118)



4

104 subgrid modelling , efficiency and grid convergence
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(119)

Assembling (117) for all cells into a system of equations, we obtain:

V (ζ) + Tζ = b (120)

where T is a sparse, symmetric, at least semi positive-definite coefficient
matrix. Matrix T is penta-diagonal, where the main diagonal is the negative
sum of the four nonpositive off-diagonals ti−1,j, ti+1,j, ti,j−1 and ti,j+1:

ti,j = g (∆tn)2

(
−

ψn
i−1/2,j

∆x
−

ψn
i+1/2,j

∆x
−

ψn
i,j−1/2

∆y
−

ψn
i,j+1/2

∆y

)
(121)

System (120) is sparse, as all cells are only coupled to direct neighbours
and it is symmetric, as all fluxes from one cell flow into another cell. The
system is also mildly nonlinear due to the fact that the volume function
V (ζ) is piecewise-linear in the case of dry cells (ζ ≤ −h), as can be seen
in Figure 21 (top). In the case that the volume is computed using subgrid
bathymetry, the volume function can be nonlinear also for the situation
of (partly) wet cells, see Figure 21 (bottom). According to Casulli [46], the
equation is piecewise linear and the nonlinearity is only on the main diag-
onal, allowing an efficient solution strategy.
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Figure 21: One-dimensional illustration of the volume V in a cell as a nonlinear
function of the free-surface level ζ. Top: no subgrid bathymetry varia-
tion. Bottom: subgrid bathymetry variation within the cell.

As proposed in Casulli [46], the mild nonlinearity is resolved by using
the Newton method. Rewriting (120) in canonical form and following the
classical steps within the Newton method, we obtain:

f = V(ζm) + Tζm − b ,
∂f

∂ζm =
∂V(ζm)

∂ζm + T , ζm+1 = ζm − ∆ζm

(122)

∆ζm =

[
∂f

∂ζm

]−1

f (123)

where ∂V(ζm)/∂ζm = A as follows from (116). System (123) can also be
written as:

∂f
∂ζm ∆ζm = f

[A + T]∆ζm = f (124)

This linear system that needs to be solved for each Newton iteration m,
is inverted using a preconditioned conjugate gradient method. When no
wetting and drying is present, the volume function (115) is linear and the
Newton algorithm converges in one iteration.
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We note here, that the size of the linear system that is to be solved does
not depend on the subgrid discretization. Only the number of computa-
tional cells (which equals the number of unknown water levels) determines
the system size. Once the new water levels have been obtained from the
Newton iteration loop, the subgrid velocities can be directly obtained from
the momentum equations (101) and (102), that have been setup for each
subedge js along a computational edge Γi+1/2,j. The edge-integrated ve-
locity ui+1/2,j of edge Γi+1/2,j is then obtained from the subgrid velocities
using (108).

The total number of algebraic equations for the velocity depends on the
subgrid discretization. If no subgrid is used, the number of equations is
(I + 1)J + I(J + 1) ≈ 2I J. If the subgrid method is used, this number
needs to be multiplied with the subgrid refinement. These equations are
independent and therefore their solution could be accelerated using paral-
lel computing.

Numerous examples Casulli [46], Casulli and Stelling [51], Sehili, Lang,
and Lippert [209], Stelling [219], and Volp, Prooijen, and Stelling [240]
show that using the described subgrid method, the results from coarse-
grid computations for e.g. water levels and discharge distributions are
close to the high-resolution results, but with significantly less computa-
tional time. Moreover, due to the inclusion of the high-resolution topogra-
phy, the computational volume, wet area and cross-sectional flow area are
defined with higher accuracy than in conventional models with the same
resolution. This results in a more accurate representation of wetting and
drying, allowing also flow in small (subgrid) channels, without having to
increase the computational grid resolution. Effectively, the subgrid method
introduces an automatic ’cut-cell’ method Rosatti, Cesari, and Bonaven-
tura [202] for subgrid-scale topography, as was illustrated for the flow in
a curved channel Stelling [219] and Volp, Prooijen, and Stelling [240]. The
subgrid method was applied within the UnTRIM2 model Casulli [46] and
Casulli and Stelling [51] and a reduction in computational times with re-
spect to the conventional UnTRIM model without subgrid Casulli and Wal-
ters [52] and Casulli and Zanolli [53] of a factor 15 to 20 was obtained Sehili,
Lang, and Lippert [209], by coarsening the computional grid and including
topography on subgrid level.



4

4.2 the combined hierarchical grid-subgrid method 107

4.2.2 The hierarchical-grid approach

We aim to accurately and efficiently solve flow problems with steady
boundary conditions. We then wish to know two things. First, the solution
to our problem and second, whether our initially-chosen grid resolution
was sufficient, too coarse or perhaps too fine. The conventional way of an-
swering these two questions, would be to run computations on different
grid resolutions coarser and finer than the one we had in mind. For com-
putations with large computational grids, the spin-up phase of the model
may take a considerable amount of time, due to the fact that initial waves
have to travel over many grid cells, often with small time steps due to
stability or accuracy limitations. On coarser grids, this process of model
spin-up goes much faster.

The subgrid method described in section 4.2.1 allows the incorporation
of high-resolution data for e.g. topography and friction parameters on
coarser grids, using integral representations of the different terms in the
momentum and continuity equations. The subgrid method, however, is
only sufficiently accurate when small-scale topographical features – which
are on subgrid scale in coarse models – do not cause significant local en-
ergy losses or flow-blocking. When this occurs, the subgrid method may
not suffice and a higher grid resolution required.

Combining these two notions, we developed a combined hierarchical
grid-subgrid (HGSG) method to speed up (quasi-)steady computations,
which is particularly applicable to river models. There are different ap-
proaches to obtain a steady-state solution to a problem. In conventional
computations, a steady-state solution on a certain (fine) grid is obtained
by evolving the solution on that grid, until the solution shows less varia-
tion over a time step than a certain threshold. We refer to this approach as
Conventional Time Stepping (CTS). Instead of directly computing on a fine
grid, we apply an approach schematically shown in Figure 22, for a compu-
tation using six hierarchical grids. We start by coarsening (C) the original
fine-grid problem P1, to a resolution that is coarse enough to perform a
quick computation (using time stepping (TS) to a steady-state on that grid.
In our implementation, a steady state is reached when e.g. the maximum
water level and velocity change over a time step is smaller than a certain
stationarity criterion εstat.After this, the solution (S6 in the example) is inter-
polated (I) on to a finer grid and the computation is re-initialized from the
interpolated solution, now being problem P5 on the finer grid. This process



4

108 subgrid modelling , efficiency and grid convergence
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Figure 22: The hierarchical grid algorithm showing the coarsening (C) of the orig-
inal problem (P1), the time stepping (TS) on the series of hierarchical
grids and the interpolation (I) of the solution to the next finer grid,
to generate the new problem (P) for that grid, until the finest grid is
reached. The modified problem P̃1 obtained from the hierarchical-grid
algorithm provides much better initial conditions for the computation
on grid 1 than the original problem P1. After time stepping on grid 1,
the final solution (S1) on the finest grid is obtained. The dotted arrow
shows the conventional time stepping (CTS) algorithm on a single grid.

is repeated recursively, until the grid-resolution of the original problem P1
is obtained or until the solution shows no significant changes after grid
refinement. In the latter case, one may assume that grid convergence has
been achieved. After interpolating solution S2 to grid 1, we obtain a mod-
ified problem P̃1. It can be seen as an improved starting condition for the
computation on grid 1, compared to the original problem P1. It will be
shown in section 4.4 that this modelling strategy considerably reduces the
computational effort and gives insight in grid convergence by providing
results on a sequence of hierarchical grids.

The efficiency of the hierarchical-grid approach can be understood by
noting that a computation on a four (2 × 2) times coarser grid, can gener-
ally be run with a twice larger time step. In total this computation would
then be eight times faster than the computation on the next finer grid. This
notion holds recursively for the coarser grids. From this it can be concluded
that an efficient modelling strategy is to perform as much of the total com-
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putation on the coarser grids as possible. This is also confirmed by the
numerical experiments in section 4.4.

Within the hierarchical-grid algorithm, the coarsest grid level lmax is a pa-
rameter which can be chosen freely. Additionally, the modeller can choose
whether a solution is advanced to the next finer grid, based upon a sta-
tionarity condition or simply after a certain time period on a certain grid.
Three aspects are important in the algorithm: the setup of the coarse-grid
problems, the interpolation of the coarse-grid results to the next finer grid,
and the specification of the boundary conditions.

4.2.2.1 Coarsening

The setup of the coarse-grid problems is different from conventional
hierarchical-grid approaches. With the subgrid method, our numerical rep-
resentation of topography and roughness parameters on all grid resolu-
tions are integrals/summations of these quantities on subgrid level. This
is particularly important for the topography, since it makes sure that the
total water volumes on all grid levels are very similar (as demonstrated in
section 4.4), and it enables capturing the effects of small-scale topographic
variability (e.g. flow blocking) on the coarser grids (see Figure 23). Sim-
ilarly, for the roughness – being a nonlinear term – taking into account
variations in subgrid depth and velocity, results in a much more accurate
representation of the total friction, see e.g. Casulli and Stelling [51], Stelling
[219], and Volp, Prooijen, and Stelling [240]. This makes the model much
less sensitive to the computational grid resolution.

Coarsening of the problem within the HGSG approach, only involves a
shift in resolution from the computational grid to the subgrid level. When
the computational grid is diadically coarsened (2 × 2), the absolute sub-
grid resolution and the topography remain unchanged. Only the relative
subgrid resolution per cell increases (see also Figures 23 and 24).

The extent to which small-scale topographic and roughness features are
captured by the subgrid method, depends on whether the cross-sectional
flow areas on computational cell edges are affected. When this is the case,
the effect of the subgrid topography and roughness is directly present in
the momentum equations (101)-(102) and the continuity equation (112) in
the form of reduced (sub)edge depths and cross-sectional flow areas, in-
creased friction in shallow subcells, possible flow blocking by dry sub-
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b) Grid coarsening with subgrid topography
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Figure 23: Illustration of 1D grid coarsening of an 8-cell grid (level l) to a 4-cell
grid (level l+1); a) conventional grid coarsening; b) coarsening with (2-
cell) subgrid topography.

cells and therefore an automatic ’cut-cell’ approach Stelling [219] and Volp,
Prooijen, and Stelling [240].

However, subgrid features, may also be positioned inside computational
cells, without touching the computational cell edges. Such features only
have a limited effect in the subgrid method, due to the reduced cell vol-
umes and due to a modified friction term when the friction term is inte-
grated over the complete wet area of the cell Stelling [219] and Volp, Prooi-
jen, and Stelling [240]. In these situations, however, the subgrid method
may not be sufficiently accurate and a higher computational grid resolution
may be required. Modification of the grid generation algorithm is possible
to avoid such situations, also applying unstructured grids Sehili, Lang, and
Lippert [209]. However, within the hierarchical grid algorithm, the small-
scale topographical features are actually resolved on the finer grids. The
hierarchical grid algorithm will automatically correctly handle also small-
scale topographic features and provide insight in grid convergence related
to such features, as we will show in section 4.4.
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4.2.2.2 Interpolation

The second important aspect in the hierarchical grid algorithm is the inter-
polation of the solution from a grid to the next finer one. Here we must dis-
tinguish between interpolation of water levels (cell-centered) and velocities
(edge-based). After having computed a solution on a certain (coarser) grid
level, we wish to transfer the water levels to the next finer grid, without in-
troducing large disturbances. Since the water level or pressure gradient is
a key forcing for the flow velocity, we chose a linear interpolation method
that exactly preserves these gradients.

For the four fine cells in a coarse cell, we alternate between two inter-
polation types, depending on the position in the grid. The values in the
southwest and northeast cells are interpolated linearly between the two
coarser cells that are on the southwest-northeast diagonal of the cell: inter-
polation type 1 in the top left part of Figure 24. The values in the northwest
and southeast cells are obtained through linear interpolation between the
three coarse cells forming a triangle: interpolation type 2 in the top left part
of Figure 24. The interpolation formulas for the water levels on the finer
grid are (when no dry cells are present):

ζ
f
SW =

3
4

ζc
SW +

1
4

ζc
NE (125)

ζ
f
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3
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1
4

ζc
NE (128)

It can be verified that this interpolation scheme – in contrast to e.g. bilinear
interpolation – preserves water level (or pressure) gradients in the interpo-
lation from the coarse grid to the next finer one.

After having transferred the water levels from a coarser to a finer grid
as described above, we interpolate the velocities to the finer grid. First, ve-
locities along edges that coincide on the coarse and fine grids, are already
known on subgrid resolution from (101) and (102). The fine grid velocities
along these edges therefore only involve integration of subgrid velocities
along a computational edge on the fine grid (half a coarse edge). No inter-
polation is required (interpolation type 1 in the top right part of Figure 24).

For the fine-grid velocities that are positioned on edges that do not
coincide with the coarser grid, we apply bilinear interpolation between
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Figure 24: Top left: interpolation of water levels: southwest and northeast cells on
finer grids are linearly interpolated between the two coarse cells on
the southwest-to-northeast line (interpolation type 1). Northwest and
southeast cells on finer grids are interpolated from the surrounding
triangle of coarse cells (interpolation type 2); Top right: interpolation
of cell-edge velocities: fine grid velocities along edges coinciding with
the coarse grid (thick red arrows) are obtained from integrating sub-
grid velocities along the edge (velocity interpolation type 1). Fine grid
velocities on non-coinciding edges (thick grey arrows) are obtained
from bilinear interpolation between four surrounding coarse grid ve-
locities (velocity interpolation type 2). Bottom: subgrid velocities along
non-coinciding edges (thin grey arrows) are obtained via a conveyance
distribution of the fine-grid velocities (velocity interpolation type 3,
eq. (129)).
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coarse-grid velocities, thereby automatically satisfying the maximum prin-
ciple. Dry edges (having zero velocity) are not included in the interpolation
stencil (interpolation type 2 in the top right part of Figure 24). This inter-
polation, does not introduce any large disturbances to the computed flow
field. The effect of possible subgrid obstacles that cause flow acceleration
or deceleration will be ’felt’ by the flow in the first time step on the next
finer grid.

From these fine-grid velocities, we then obtain the subgrid velocities
along these edges by distributing the flux along the computational edge
(interpolation type 3 in the bottom part of Figure 24). This distribution is
done based on the concept of conveyance (e.g. Chow [61] and Volp, Prooi-
jen, and Stelling [240]) as is common practice in one-dimensional models
where a flux needs to be distributed over a cross-sectional profile, to ac-
curately represent the total friction contribution of the cross-section. The
subgrid velocities are then computed as follows:

(
ujs
)

i+1/2,j =
1

Ki+1/2,j
ui+1/2,j

(
Hjs
)3/2

i+1/2,j(
γjs
)1/2

i+1/2,j

∆ys (129)

where Ki+1/2,j is computed as:

Ki+1/2,j = ∑
js∈Γi+1/2,j

(
Hjs
)3/2

i+1/2,j(
γjs
)1/2

i+1/2,j

∆ys (130)

Based on continuity of half coarse cells (summing subgrid fluxes) one
could also reconstruct the fine grid velocities without interpolation, in-
stead of interpolation type 2. This, however, only works when no large
jumps in cross-sectional flow area occur inside the coarse cell. Numerical
experiments (not shown here) have demonstrated that in the latter situa-
tion, this velocity reconstruction introduces large velocities due to the fact
that (large) fluxes are ’squeezed’ through small cross-sectional flow areas.
The cause of this problem is that the (subgrid) total water depths are based
on the coarse-grid water levels (possibly after interpolation), but that they
are not yet influenced by the possible backwater effect due to energy losses
generated by the topographical obstruction on subgrid level (see also sec-
tion 4.5).
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4.2.2.3 Boundary conditions

The specification of water level or pressure boundary conditions in the
hierarchical grid algorithm requires some special attention. Because the
grid resolution changes over the sequence of grids, boundary values that
are specified in ghost cells – as is often the case for water level boundary
conditions – would shift position. Therefore, we prescribe our water level
boundary values not in the ghost-cell using ζ I+1,j = ζghost, but at the outer
edge of the domain applying ζ I+1/2,j = ζout. We then use the water level
gradient over half a grid cell distance in (101) and (102). For the eastern
boundary edge of boundary cell with index i = I, the momentum equation
for a subgrid edge js becomes:(

ujs
)n+1

I+1/2,j =
(

Fujs
)n

I+1/2,j − g
2∆tn

∆x

(
ζout − ζn+1

I,j

)
−∆tn

(
γjs
)n

I+1/2,j(
Hjs
)n

I+1/2,j

∣∣∣(Ujs
)n

I+1/2,j

∣∣∣ (ujs
)n+1

I+1/2,j

∀ js ∈ ΓI+1/2,j (131)

where ζout = ζ I+1/2,j is prescribed by the modeller. Flux or discharge
boundary conditions specified on cell edges do not require any special
treatment.

In the interpolation of water levels from coarser to finer grids, the bound-
ary values (in case of water level boundary conditions) also need to be ad-
equately taken into account. In this case the ghost cell values ζghost = ζ I+1,j
are needed in the interpolation. Since we assume to be in or close to a
steady state at the time of the grid transition we can use the latest known
value of the water level in the last internal grid cell at the boundary, to com-
pute the ghost-cell value. Again, for the eastern boundary this becomes:

ζghost = 2ζout − ζ I,j (132)

4.3 numerical experiments

We apply the hierarchical grid-subgrid (HGSG) method, described in sec-
tion 4.2 to two quasi-steady flow examples. Although the boundary con-
ditions are steady, the two examples both show unsteady flow behavior.
We note that our numerical model is relatively simple, being 2D depth-
averaged, applying a first-order upwind advection scheme and lacking an
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advanced turbulence model. Our aim, at this point in the development of
the HGSG model, is not to obtain the most accurate solutions for the ex-
amples presented in this section, but to investigate the performance and
grid convergence properties of the method. We are aware of the fact that to
obtain better approximations, we probably require a more advanced advec-
tion scheme and an adequate turbulence model. This is, however, beyond
the scope of the present work.

To investigate the accuracy and efficiency of the method and its two
components, namely the subgrid method and the hierarchical grid ap-
proach, we compare different configurations of the algorithm described
in section 4.2.2. Each run uses the same 2D, depth-averaged computational
core, as described in section 4.2.1. The differences are found in the num-
ber of applied hierarchical grid levels lmax, and the way subgrid data is
included on the coarser grids. One configuration is a reference run on a
single grid, corresponding to the conventional time stepping (CTS) in Fig-
ure 22. A second configuration is a hierarchical grid computation named
HGSG applying the subgrid method in the setup of the coarse grid prob-
lems and in the interpolation from coarse to fine grids. Third, we perform a
hierarchical grid computation named HG that applies the hierarchical grid
approach, but does not use the subgrid method on the coarser grids. In-
stead, for this run an averaged topography is applied on the coarser grids
in the hierarchical grid algorithm, as would be the conventional way of
coarsening data to a coarser grid (upscaling).

The hierarchical grid tests for both examples are run with a maximum of
lmax = 6 grid levels. Additionally, grid level 1 is always chosen identical to
the subgrid resolution. Both of these choices are not strictly necessary. Both
for the HGSG and the HG computation, we obtain results on all six grid
levels (solutions S6–S1 in Figure 22). For all computations, the time step
∆tn is computed based on a fixed Courant criterion, using the maximum
velocity in the domain for each time step n:

∆tn = C ·min
(

∆xl

max (|un|) ,
∆yl

max (|vn|)

)
(133)

where C is the Courant number and ∆xl and ∆yl are the grid dimensions
on grid level l. To maintain stable solutions for all tests, we chose C = 0.7 in
our experiments. This holds for all grids within the sequence of hierarchical
grids, i.e. on the coarser grids a larger time step is applied (when flow
velocities are comparable for all grids).
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4.3.1 Vortex shedding behind a circular cylinder

First we simulate the well-known vortex shedding behind a circular cylin-
der, which finds an application in river modelling, for instance in the flow
around bridge pillars or at groyne tips. The initial flow situation is com-
pletely symmetric, so since we do not have an advanced turbulence model,
any unsteadiness must come from round-off errors introducing asymme-
try. Despite the fact that one could suspect that a model with a simple
advection scheme, lacking a turbulence model, is not able to accurately
compute the complex vortex shedding patterns, we apply our model on
increasingly finer grids within the hierarchical-grid algorithm to see what
the refinement yields.

For river applications at higher Reynolds numbers, often the available
grid resolution is insufficient for computing the detailed flow dynamics
around bridge pillars or groyne tips. The aim of our approach is, there-
fore, not to investigate how well our model can simulate the flow dynam-
ics around the cylinder, but to demonstrate how the combined HGSG ap-
proach can provide insight in grid convergence and grid-size dependent
numerical diffusion. Additionally, we show that the approach significantly
reduces the computational effort required and how the subgrid method
improves the approximations on the coarser grids in the hierarchical grid
approach.

Our model domain is a 100 x 100 m square, with a circular cylinder with
a diameter D = 4 m at x = 20 m, y = 50 m. Between y = 25 m and y = 75 m,
the channel has a constant depth of h = 4 m. Outside that centre part, the
bottom increases linearly over a distance of 25 m to a height of 1 m above
the initial water level which is at ζ0 = 0 m, giving the channel a trape-
zoidal cross-section with dry areas along the south and north boundaries.
This setup reduces reflections of waves on the south and north boundaries
and therefore provides us with a clearer picture of the vortex-shedding
frequency.

On the west side, we have specified an inflow discharge of Qin =
250 m3/s (resulting in an inflow velocity uin ≈ 1 m/s in the middle
of the channel) and on the east side, we prescribe a fixed water level
boundary condition of ζout = 0 m, see (131). A uniform Chézy coefficient
Cz = 65 m1/2/s was specified

(
γ = g/C2

z
)

and a constant horizontal eddy
viscosity of νh = 1×10

−4 m2/s was applied. We start all computations
with stagnant flow conditions. The flow velocity of u ≈ 1 m/s results in a
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flow-through time Tf = L/u ≈ 100 s. Using the diameter of the cylinder,
we obtain a (theoretical) Reynolds number Re = uD/ν ≈ 4×10

4, which
puts this flow in the turbulent range. However, we will see that for several
reasons, the numerical Reynolds number will be much lower. We chose a
relatively low value for νh because we aim to investigate the effect of nu-
merical diffusion on the different grids. As noted among others by Roshko
[203], the flow character around a cylinder does not change strongly over
the range from Re ≈ 3× 102 to Re ≈ 105. In section 4.4.1, we will demon-
strate that the hierarchical grid strategy gives us insight in the effective
Reynolds number per grid. We will see that the results on the finer grids
are in the aforementioned and targeted Reynolds number range.

We specify the topography on a 1024 × 1024 grid, resulting in grid sizes
of ∆x = ∆y = 0.098 m. This resolution is our subgrid level and also the
finest resolution at which we wish to obtain our final results (solution S1
on grid 1, as in Figure 22). We note here that since the circular cylinder
is mapped to a rectangular grid, it is not a round object anymore. The
effects of this simplification and the dependency on the grid resolution is
demonstrated in section 4.4. The five coarser grids used in the hierarchical
grid algorithm, are obtained through 2 × 2 coarsening of the next finer one.
The respective resolutions are presented in Table 3. For the subcells lying
directly adjacent to the cylinder, we have raised the bottom level by 20 cm
(≈ 5 % of the total water depth) to simulate the effect of wall roughness
within our 2D model.

For this test, we perform two separate reference runs (CTS) on grids 1

and 2, where we simulate a time period of TCTS = 750 s (TCTS ≈ 7.5Tf ).
Vortex shedding was found to start after approximately 500 s of simulated
time for grid 1 (spin up time ≈ 5Tf ) and after 550 s for grid 2 (spin up time
≈ 5.5Tf ). For the hierarchical grid computations, we used a total simulated
time of T = 2000 s (T ≈ 20Tf ). On each of the six grids a part of the
total period was simulated as presented in Table 3. We stress that only a
period of 100 s (≈ Tf ) was simulated on the finest grid. We used fixed
end times, instead of a stationarity condition (εstat), to determine when to
switch to a finer grid, because of the dynamic vortex shedding that starts at
a certain grid level (no steady state). The results for this test are presented
in section 4.4.1.
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Figure 25: The Elbe River model: Digital Terrain Model (DTM) on subgrid reso-
lution (2x2m) for the Elbe River between the city of Lauenburg and
the weir at Geesthacht. The 3D detail figures of the topography are ten
times vertically exaggerated, compared to the horizontal scale.

4.3.2 Case study: Elbe River from Lauenburg to Geesthacht

As a second application, we consider a reach of the Elbe River between the
cities of Lauenburg and Geesthacht in Germany, which is approximately
17 km long and, including the floodplains, 2.5 km wide (see Figure 25).
Near the harbour of Geesthacht, at the inlet of the ship lock channel, an
area has been identified showing vortex shedding and formation of deep
scour holes. For this area, we compare computed velocity patterns with
measurements. We illustrate that results on a fine grid are obtained with
significant reductions in computational effort and that also for this case the
HGSG method provides insight in grid convergence over the sequence of
grids.

At the eastern inflow boundary at the city of Lauenburg we prescribe
a constant discharge of Qin = 1710 m3/s (average velocity |ū| ≈ 1.5 m/s
and flow-through time Tf = L/ |ū| ≈ 3 hours). For this discharge, we
have measurements available to validate our results. At the western out-
flow boundary, near the weir of Geesthacht, the water level is kept fixed
at ζout = 4.3 m, matching the measurements for the given discharge. For
the bottom friction, we set a fixed value for Manning’s roughness coeffi-
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cient n = 0.03 m1/3/s
(
γ = gn2/H1/3) and for the horizontal viscosity we

choose a value of νh = 1×10
−4 m2/s. We start with an initial water level ζ0,

linearly-sloped downward from Lauenburg (5.7 m) to Geesthacht (4.2 m),
globally matching the slope in the measured water levels. The initial veloc-
ity is taken zero.

We interpolated a Digital Terrain Model (DTM) with a resolution of
2 × 2 m (almost 3 million data points), onto a rectangular base grid of
7616 × 1056 cells that envelopes the model domain (see Figure 25). The
2 × 2 m resolution is taken as the subgrid resolution, at which the topogra-
phy and the roughness parameters are prescribed, and it is again also used
as the reference grid and as the finest grid in the hierarchical grid algo-
rithm. In Figure 25 one can see that topographic features such as groynes
and bed forms are resolved on the finest resolution.

For the reference run (CTS) we simulated a period of T = 16.7 h (T ≈
5.5Tf ), which was chosen based on preliminary runs. For the hierarchical
grid computations, we simulated a total time of T = 55.6 h (T ≈ 18.5Tf ).
As with the previous test, different partial periods were simulated on the
six grids as listed in Table 4. Cells that have no subgrid cells that can be
flooded, are eliminated from the grid in a preprocessing step. The number
of active (wet or partially dry) cells for each grid level are also given in
Table 4, together with the average time step ∆t for each grid. On the finer
grid levels, the flow shows dynamic eddies. Therefore – as with the vortex
shedding test –, the transition to the next finer grid was not based on a
stationarity condition, but using fixed end times per grid level. The results
for this example are presented in section 4.4.2.

4.4 results

We compared the results of the reference run with the HG and HGSG
computations. All tests were run without parallelization on one core of an
Intel Xeon E5-2670 (2.6GHz) CPU with 20 MB L2 cache. We compare both
the accuracy of the results, the grid dependency and the performance of
the different approaches.
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4.4.1 Vortex shedding behind a circular cylinder

For this example, we inspect the flow patterns, the resistance due to the
cylinder, the shedding frequencies and finally the CPU times. In Figure 26

the u-velocity in the x-direction is shown at the end times of all six grids in
the hierarchical-grid solution algorithm. The left column shows results for
computation HG and the right column contains the results for computation
HGSG. As an indication of the grid resolution and of the way the cylinder
is represented on the grid, the grid cells that are positioned inside the
cylinder (inactive cells) are displayed. The main difference between the
HGSG and the HG run, is that for the latter the topography changes over
the sequence of grids. This results in a number of interesting aspects, as
can be seen from Figure 26.

On the coarsest grid (l = 6) the solutions are very different. For the HG
approach, the topography of the cylinder is averaged to the computational
grid, making it a rectangle of two cells and leading to the emergence of a
large stationary wake behind and a large setup before the obstacle. For the
HGSG run, the cylinder does not block any computational cell completely.
It makes four cells partially dry, but the flow can still pass without actual
blocking. No real wake and stagnation zone are formed.

On grid 5, the representation of the cylinder for the HG computation
changes to a dry rectangle of 2 × 3 cells, i.e. an obstacle more slender
than the actual cylinder. The strength of the wake and the setup before the
obstacle are strongly reduced. For the HGSG run, two cells are now dry
and all surrounding cells are partially dry, having reduced volumes and
cross-sectional flow areas. A wake emerges, that is stationary due to the
high numerical diffusion (and a correspondingly low effective Reynolds
number).

On grid 4, the HG result shows vortex shedding, due to the fact that the
cylinder is still represented by a blunt obstacle, and the numerical diffusion
has sufficiently reduced. The velocity field for the HGSG run is at the point
where asymmetry of the wake starts developing.

On grid 3, vortex shedding is present for both runs. The results of the
two computations are similar, but closer inspection shows that the wave
length of the vortices in the HGSG run is sligthly shorter than in the HG
run (and closer to the results on grids 2 and 1).

On grids 2 and 1 the results are very similar. It appears that on these reso-
lutions the topography is captured sufficiently accurate and the numerical
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Figure 26: Vortex shedding behind a circular cylinder: Solutions S6 to S1 for the
u-velocity on the six grid levels in the hierarchical grid algorithm, with-
out subgrid topography (left), with subgrid topography (right). We in-
dicated the point (at position x = 25 m, y = 51 m) where the time series
of u-velocity was probed for the frequency analysis (see Figure 27).
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diffusion is low enough to allow vortex shedding at an effective Reynolds
number in the range Re ≈ 3× 102 to Re ≈ 105, where the flow characteris-
tics do not change much with increasing Reynolds number Roshko [203].

If one aims to include the effect of an obstacle (round or any other shape)
in a conventional model, with a resolution on which the obstacle can not
be represented sufficiently accurate, one can expect excessive resistance
from this obstacle. Applying the subgrid method, the resistance will be
approximated more accurately, or at most be underestimated. It is, however,
always possible to add some extra resistance (e.g. increased bottom friction)
to a model. Reducing the resistance is much more difficult.

To inspect the vortex-shedding frequency of our results, we generated
a time series of the u-velocity, in a point in the wake of the cylinder (x =
25 m, y = 51m). From this time series, we generated a frequency spectrum
per grid level by Fourier transformation using commercial software. The
time series and spectrum are given in Figure 27. From the time series in
the top figure, one can see that on the two coarsest grids (grids 6 and 5),
the solution shows no periodic behaviour, matching Figure 26.

The figure also shows that on grid 3 a peak in the spectrum can be found
around a frequency f = 0.04 Hz. In particular the HG run shows nicely de-
veloped characteristics, even containing higher harmonics. However, the
hierarchical grid strategy reveals that upon further grid refinement the so-
lution changes to a shedding frequency f = 0.05 Hz for the two finest grids
(grids 2 and 1), with higher harmonics at f = 0.10 Hz and f = 0.15 Hz.
It appears that the effective Reynolds numbers of grid 1 and 2 are in the
range we aimed for and result in very similar flow patterns, yielding both
grid resolutions sufficiently fine for practical purposes.

At the bottom of Figure 27 one can see that the dominant frequencies
of the hierarchical grid computations match those of the reference runs on
grids 1 and 2. Additionally, it can be seen that only for the reference run
on the finest grid, the higher harmonics have developed.

Based on the Strouhal number St, the dominant vortex-shedding fre-
quency f is related to the main flow parameters by (see e.g. Roshko [203]
and Tai and Zhao [227] and the references therein):

St =
f D
U

(134)

where U is the free-stream velocity and D is the cylinder diameter.
Inserting the dominant vortex shedding frequency f = 0.05 Hz in (134),

gives us a Strouhal number of St = 0.2, which matches the values found in
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Figure 27: Vortex shedding behind a circular cylinder. Top: time series of u-
velocity in point (x=25m, y=51m) for the HG and HGSG computations.
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y=51m), for the HG and HGSG computations (four finest grid levels
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reference computations on grids 1 and 2.
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e.g. Roshko [203] and Tai and Zhao [227], for the Reynolds number range
we are considering.

From these results (and Figure 26), one can conclude that a computation
applying grid 2 as the finest grid (with grid 1 as subgrid resolution) suffices
to obtain an accurate and converged solution. These results – after 1900 sThis

answers
research
question

6.

of simulated time on grid 2 – are obtained after only 0.2 h of CPU time,
instead of the 1.5 h required to obtain the solution on grid 1 after 2000 s of
simulated time.

The CPU times for the different computations are given in Table 5. The
reference (single-grid) run, simulating only 750 s, instead of 2000 s, is sig-
nificantly less efficient than the hierarchical-grid computations. The vortex-
shedding was found to start after approximately 500 s, for the reference
computation, resulting in the fact that 2/3 of the simulated time is oc-
cupied by the model spin-up for this test. Computation HG, without the
subgrid method is found to be most efficient for this test. Considering solu-
tion S2 to be sufficiently accurate, we obtain this solution 43.3 times faster
than the reference run (disregarding the different simulated times and final
resolution).

The HG computation is more computationally efficient than the HGSG
run for this example, since application of the subgrid method results in
an increase in the number of Newton iterations per time step, from 1 for
the HG method to 2 or 3 for the HGSG method. This is due to the sub-
grid wetting and drying that takes place near the north and south domain
boundaries. The overhead of the subgrid method makes the HGSG compu-
tation ’only’ 36.7 times faster than the reference run.

4.4.2 Case study: Elbe River from Lauenburg to Geesthacht

For the Elbe model, we also compared the results of the different runs
with each other and with the available measurements. The chosen Man-
ning value was found to result in water levels along the river axis that
satisfactorily matched the available water level data.

We inspected the velocity patterns at some of the higher grid resolutions
we ran. In Figure 28, one can see the resulting streamlines from the mea-
sured and computed velocity fields near the ship lock channel entrance. We
indicated the areas where three recirculations zones (RZ) and an accelera-
tion zone (AZ) are identified in the measurements. Near the acceleration
zone a large scour hole was found. In the figure, we compare the results
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Figure 28: The Elbe River model: streamlines derived from the velocity field. Top
left: measured streamlines (the background depicts the topography).
Top right: results of the reference computation after at T = 16.7 h of
simulated time; Middle and bottom row: solutions S3 and S1 for the
HG (left column) and HGSG runs (right column) on grids 3 and 1. Re-
circulation (RZ) and acceleration zones (AZ) are indicated as identified
in the field measurements.
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Figure 29: The Elbe River model: Percentual volume difference ∆V [%] with the
total steady state volume in the river. Indicated are the CPU times at
the end times of the computations. Note the logarithmic scale on the
vertical axis.

of the reference run on a single grid (top right), with the results from the
HG (left column; middle and bottom row) and the HGSG (right column;
middle and bottom row) runs. The results depicted in the middle row are
the solutions S3 at the end of the simulation period on grid 3, with grid
resolution 8 × 8 m. The bottom figures show the results on the finest grid 1,
with resolution 2 × 2 m. Comparing the results with the measured velocity
patterns (top left), no large differences can be distinguished, even for the
results on grid 3. It appears that the dominant topographical scales deter-
mining the flow patterns, are also represented adequately on this grid, for
which the results are obtained with considerably less computational effort
than on the finest grid.

For all three computations we determined the total steady state volume
in the domain: for the reference run Vre f = 2.7455 × 107 m3, for the HG run
VHG = 2.7594 × 107 m3 and for the HGSG run VHGSG = 2.7449 × 107 m3.
The volume for the HG and the HGSG computation thus differed 0.5 %
and 0.023 % from the reference run, respectively. Figure 29 shows the time
history of the volume difference for the three computations with their re-
spective steady state volumes. One can see that the convergence for the
reference run follows an exponential decay (the figure has a logarithmic
vertical scaling). Towards the end fluctuations are visible, due to dynamic
wetting and drying of cells. This dynamic behaviour is not present for the
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Figure 30: The Elbe River model: Time series of water level at Elbe kilometer (Elbe-
km) 570. Top: water level versus simulated time. Bottom: water level ver-
sus CPU time. Indicated by the thick cyan line is the final steady state
water level of ζ = 6.4401 m, which is reached by all three computations.
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HG and HGSG runs, near the steady state. A possible explanation could be
that after the relatively short simulation period for the reference run, cer-
tain long-period, low-amplitude waves are still in the system. In the detail
picture in Figure 29, one can see the differences in the size of the distur-
bances introduced by the interpolation from a coarse grid to a finer one,
between the HG and HGSG method. The advantage of the subgrid method
is evident. With different interpolation methods than those described in sec-
tion 4.2.2, the disturbances were significantly larger, requiring more time
to be damped out again.

Also for this example we compared the CPU times for the hierarchical
grid runs with the reference computation. The simulated times, CPU times
and speed-up factors with respect to the reference run are shown in Table 6.
Based on the convergence towards the final volume in the model domain,
we listed the times the different computations took to attain a certain vol-
ume difference with respect to the total volume belonging to its steady
state. We considered four percentual volume differences: ∆V = 1 %, ∆V =
0.1 %, ∆V = 0.01 % and ∆V = 0.001 %. For the 2.7 million cells 2 × 2 m
grid, a volume difference ∆V = 0.01 % corresponds to an average water
level difference of 0.25 mm per cell with the reference run.

Figure 30 shows the time series of the water level for the different compu-
tations at Elbe-km 570 (near the upstream boundary, see Figure 25. The wa-
ter levels are plotted both against the simulated time and against the CPU
time. One can clearly see that the HG and HGSG computations achieve the
(identical) final water level ζ = 6.4401 m much faster than the reference com-
putation. Additionally, the solutions obtained on the different grids within
the HG computation, differ much more from the reference solution, than
those from the HGSG computation. This clearly illustrates the advantage
of applying the subgrid method to resolve the topography on the coarser
grids.

As can be seen in Table 6, the reference computation took respectively
23, 46, 69 and 90 hours of CPU time to reach the aformentioned volume
differences ∆V, with its steady state volume. The other runs achieve these
differences significantly faster, with the lowest CPU times for the HGSG
run, which reached the 1 % volume difference already on grid level 3, after
1.3 h of CPU time, i.e. 17.7 times faster than the reference run. The HG
model reached the same volume difference at grid level 2 after 6.2 h of CPU
time, making it 3.8 times faster than the reference run. In Figure 28 one can
see that the resulting velocity field on grid 3 does not differ significantly
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from that on the finest grid, both for the HG and the HGSG computation.
The smaller volume differences of 0.1 to 0.001 % are attained at the finest
grid for both the HG and the HGSG run, with speed up factor S ≈ 1.3 for
the HG run and S ≈ 1.9 for the HGSG run. This

answers
research
question
5.

In this way, the hierarchical grid approach can be used for deciding
which grid resolution is appropriate for a certain application. For this exam-
ple, the subgrid method greatly improves the coarse-grid approximations
and therefore accelerates the overall performance of the approach.

4.5 discussion

The results presented in section 4.4 show that considerable reductions in
computational effort can be obtained by applying the combined hierarchi-
cal grid-subgrid method, without loss of accuracy. We demonstrated that
applying the subgrid method, the coarser-grid solutions within the hierar-
chical grid approach show much less deviations from the fine-grid solution,
than without the subgrid method.

For the problem of vortex-shedding around a circular cylinder, we are
actually solving different problems, with and without the subgrid method.
Without the subgrid topography, the problems on the coarser grids involve
flow around a rough staircased-boundary obstacle, instead of a circular
cylinder. Therefore, the size of the wake is dependent on the grid resolu-
tion, vortex-shedding occurs earlier, and the vortices have a lower shedding
frequency. With subgrid, the coarse-grid problems losely resemble the fine
grid problem. However, on the coarser grids, the resolution is insufficient
for vortex shedding develop.

For the Elbe River application, we found that by applying the combined
HGSG approach we can achieve a nearly steady-state solution that has
less than 1 % volume difference compared to the single-grid reference run,
while using almost 18 times less computational time. The result was ob-
tained on a 16 times coarser grid, but with the high-resolution subgrid
topography underneath the computational grid. The velocity fields on the
coarser grids, do not differ much from the fine-grid solution. The similarity
of the coarse-grid solutions to the fine-grid solution was much better using
the subgrid method, as shown in Figures 29 and 30.

For unsteady computations on grids with many computational points,
the HGSG approach can be used for efficiently generating accurate initial
conditions using steady boundary conditions, before continuing with the
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unsteady part of the simulation. In this way, one can efficiently pass the
spin-up phase of the computation.

The interpolation between the grids in the hierarchical grid algorithm,
makes use of the subgrid information that is available, without assuming
constant velocity and depth along computational edges. However, a num-
ber of algorithms based on the reconstruction of local velocity fields are
worthwhile investigating to improve the interpolation algorithms from a
coarse to a finer grid Ham, Pietrzak, and Stelling [94] and Volp, Prooijen,
and Stelling [240]. A key issue here is the fact that the interpolation ade-
quately handles subgrid-scale flow contractions. The interpolation scheme
presented in this work was found to introduce the smallest disturbances
(see the zoomed area in Figure 29).

As mentioned before, we note the similarity of the hierarchical grid ap-
proach with the Full Multigrid (FMG) method discussed among others by
Trottenberg, Oosterlee, and Schüller [232] for boundary-value problems.
Within multigrid, the different grid resolutions are used in grid cycles for
efficiently damping all error modes in the residual within each time step
(for initial-value problems). We have tested the application of multigrid
V- and W-cycles within time steps to accelerate the linear solver (apply-
ing multigrid as preconditioner for our Conjugate Gradient solver), but we
found that often the problems per time step are too simple (too few dis-
tinct error modes to be damped), for multigrid to have improved efficiency.
This particularly holds when approximating a steady state. For transient
problems with more dynamics and for advection schemes with no/less
limitation on the time step, the multigrid method may be more efficient.
Another idea from multigrid that may be worth investigating, is the restric-
tion of the solution back to a coarser grid. This may be useful in dynamic
computations, in situations where temporarily less resolution is required,
e.g. during slack water in tidal flows. Only the water levels would have to
be interpolated. The velocities can be computed exactly from the already
available subgrid velocities.

A possible future development could be to use local grid refinement
within the hierarchical grid algorithm. Based on spatial and temporal gra-
dients of the solution, geometry and/or forcing, the grid can be refined
locally to improve the resolution only in those areas where it is needed.
For example, the use of a quadtree approach as done by e.g. Stelling [219]
may result in an even more efficient method. In this context, for example, it
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may be interesting to combine the Multi-Level Adaptive Technique (MLAT)
Brandt [27] with the subgrid approach.

The presented method was applied to the 2D depth-averaged shallow
water equations. However, an extension to 3D and/or e.g. the Navier-
Stokes equations, is in general possible. For three-dimensional models, care
would have to be taken in the interpolations in the vertical, when trans-
ferring solutions from one grid to a next finer one. Again, besides con-
servation, a key issue is avoiding the introduction of disturbances in the
solution. Additionally, we applied the HGSG method on structured rectan-
gular grids. The subgrid method has been applied succesfully on unstruc-
tured grids Casulli [46], Casulli and Stelling [51], and Sehili, Lang, and
Lippert [209]. The extension of the hierarchical grid algorithm to unstruc-
tured grids, would require testing of existing coarsening techniques such
as agglomeration known from the fields of grid partitioning and Algebraic
Multigrid (AMG). The interpolations from coarse to finer grids would have
to be revisited, specifically when grid sequences become non-nested.

With the development of the subgrid method, certain difficulties associ-
ated with structured grids may need to be re-evaluated. The topography
can be represented on subgrid resolution, possibly in combination with
local grid refinement around topographic features such as groynes and
levees. The applicability of this approach is still to be examined in more
detail and could be compared with cut-cell approaches and unstructured
grid methods. The advantages of structured grids, e.g. use of higher order
approximations, simple grid generation, ease of implementation, and suit-
ability for vectorization and parallelization, may then render such methods
competitive with unstructured grid models, for certain applications.

4.6 conclusions

A new method was presented that considerably improves the efficiency
of quasi-steady computations on high-resolution grids, with a particular
application for river computations. The method is an extension of the sub-
grid method that integrates high-resolution subgrid data for topography
and roughness on coarser computational grids. Applying a sequence of
hierarchical grids to effectively deal with the different spatial and tem-
poral scales in common environmental flow problems, the approach ex-
ploits the advantages of the subgrid method and proves to be very efficient.
The subgrid method improves the coarse-grid solutions in the hierarchical
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grid approach, thereby increasing the overall accuracy and efficiency of
the combined method. Compared to conventional computations on a high-
resolution grid, the computational effort was reduced with factors up to 43

for a vortex-shedding flow problem and up to 18 for a case study of the
Elbe River in Germany, on a grid with 2.7 million computational cells.

A convenient by-product of the approach is that – by providing the mod-
eller with results on a sequence of hierarchical grids – the method offers
direct insight in grid convergence and assists in the selection of the appro-
priate grid resolution. The approach can also be used for efficiently generat-
ing accurate initial conditions for unsteady simulations on large grids. The
method can be extended with local grid refinements using e.g. quadtree
grids for further optimization.
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5
C O N C L U S I O N S A N D O U T L O O K

5.1 conclusions

In this thesis, several aspects were investigated concerning the accuracy
and efficiency of numerical river modelling. At presently-applied grid res-
olutions, where a part of the river geometry is resolved on the grid, the mo-
mentum advection scheme and turbulence model have a strong influence
on the model results. It was demonstrated that seemingly small choices in
these model components and their implementation can have a large im-
pact.

First, the advection scheme for momentum transport was investigated
for its artificial/numerical contribution to the backwater in 2D compu-
tations. Next, the bottom shear stress computation and the turbulence
model were considered in 3D computations, concerning the accuracy with
which the vertical profiles of flow and turbulent quantities are represented.
Finally, efficiency and convergence aspects were addressed and a new
method was proposed to improve the accuracy and efficiency of quasi-
steady river computations by combining the subgrid method from Casulli
[46], Casulli and Stelling [51], and Stelling [219] with a hierarchical-grid so-
lution strategy. This approach also provides the modeller with automatic
insight in grid convergence. In this way, an effective modelling stategy was
developed for simulating quasi-steady river flows, aiding the river engineer
in model setup.

The research questions formulated in section Research questions have
been answered. The answers are summarized here, with their correspond-
ing questions.

The first research question was whether numerical (discretization) errors
generate an artificial backwater effect in river computations. It has been
demonstrated that at grid resolutions where geometrical variations are rep-
resented, an artificial backwater contribution can result from such numer-
ical errors coming from the momentum advection scheme. Depending on

137



5

138 conclusions and outlook

the properties of the advection scheme, this contribution can be of the same
order as the contribution from bottom friction (see page 57).

This brings us to the second research question, addressing the proper-
ties of an appropriate advection scheme for simulating river flow. It was
found that advection schemes that adhere to physical principles, such as
momentum conservation or energy-head constancy along streamlines, give
less artificial backwater than schemes that do not adhere to such principles.
The size of the artificial backwater contribution is largely determined by
these conservation/constancy properties of the scheme and to a lesser ex-
tent by the order of the scheme (see page 57).

The next research question addressed the problem of distorted vertical
profiles and discontinuities in bed shear stress in z-layer models. It has
been found that these are caused by the inaccuracy of the discretization of
the vertical diffusion term in the momentum equations and in the (k − ε)
turbulence model, for non-uniform vertical layering (see page 76). These
problems cannot easily be completely resolved, but are at least consider-
ably reduced by performing a local remapping to an equidistant near-bed
layering and by modifying the near-bottom treatment of the vertical diffu-
sion terms in the k- and ε-equations (see page 82).

The final two research questions concern the application of the subgrid
method, developed by Casulli [46], Casulli and Stelling [51], and Stelling
[219], for improving the efficiency of quasi-steady river computations. In-
deed, using the proposed combination of a hierarchical-grid solution strat-
egy and the subgrid method, the computational effort could be reduced
with factors up to 43 for a vortex-shedding flow problem and up to 18

for a case study of the Elbe River in Germany, on a grid with 2.7 million
computational cells, compared to conventional computations on a single
high-resolution grid (see page 133).

By providing the modeller with results on a sequence of hierarchical
grids, this method offers direct insight in grid convergence, in the amount
of numerical diffusion and assists in the selection of the appropriate grid
resolution and in setting up a numerical model, answering the final re-
search question (see page 126).

In the following sections, the general conclusions are summarized for
the three different combinations of numerical choices and related physical
aspects, considered in the present work.



5

5.1 conclusions 139

5.1.1 The advection scheme and the backwater

An important finding from this work is that when applying moderate-grid
river models, aiming foremost at determining water levels (i.e. the back-
water), first-order advection schemes may provide less artificial/numerical
backwater than higher-order methods, depending on the conservation/-
constancy properties of the scheme.

It was demonstrated that the artificial backwater due to errors in the mo-
mentum advection discretization can be quite substantial in river compu-
tations. The backwater effect was quantified for three first-order advection
schemes using a 1D analysis and verified using a sequence of 1D and 2D
numerical experiments for these schemes and for two second-order accu-
rate extensions.

A scheme designed for maintaining constant energy head, can indeed
compute the flow over variable topography with minimal energy losses. It
was also shown that – in agreement with the conclusions from Kramer and
Stelling [125] and Stelling and Duinmeijer [220] – the artificial backwater
for a momentum-conservative scheme cannot be controlled. The scheme
gives an energy loss (positive backwater contribution) at expansions and an
energy gain (negative backwater contribution) for contractions. However,
the momentum-conservative scheme yields a smaller artificial backwater
than the non-conservative (standard) first-order upwind scheme.

These findings are confirmed by the numerical experiments, where the
contributions to the global backwater from bottom friction and from the
advection scheme have been computed. The scheme with energy-head con-
stancy indeed shows very little to no backwater, but unfortunately shows
this property also for flows where losses might be expected, such as for the
flow over groynes. The non-conservative first-order upwind scheme was
found to cause an artificial backwater effect that could be as high as 35%
of the backwater due to bottom friction. In agreement with the 1D anal-
ysis, the momentum-conservative scheme shows less backwater than the
non-conservative first-order upwind scheme.

Tests with the second-order extensions of both the non-conservative
and the conservative first-order upwind schemes showed that the non-
conservative second-order upwind scheme does show faster convergence
than the first-order scheme, but on coarser grids the backwater is even
larger than with the first-order scheme. It was shown that first-order ad-
vection schemes that adhere to physical principles, such as momentum
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conservation or energy-head constancy along streamlines, give less artifi-
cial backwater than a higher-order scheme that does not adhere to such
principles.

It was found that, for quasi-steady river flow over variable topography,
the local balance in the momentum equation is dominated by the pressure
gradient and advection term and not by the pressure gradient and bot-
tom friction. Due to the discretization errors in the advection scheme, even
the contribution to the global balance may be substantial, depending on the
chosen advection scheme and grid resolution. Therefore, the common con-
sensus that rivers are dominated by a balance between pressure (or free-
surface) gradient and bottom friction is often invalid when considering a
numerical model. Already for relatively small bottom variations, the global
contribution to the backwater due to inaccuracies of the advection scheme
may be of the same order of magnitude as that from bottom friction.

For the flow over and around groynes, the total head loss for the differ-
ent advection schemes and resolutions varies with as much as a factor two,
corresponding to several decimeters of water level difference. The lower-
ing of the groynes resulted in a decrease in water levels in the range of
9–23 cm, depending on the advection scheme and the grid resolution, ren-
dering these choices very relevant in engineering projects.

In particular for ’moderate-grid’ computations – where the topography
is represented with limited resolution – the differences in artificial backwa-
ter can be considerable. Unfortunately, most river computations commonly
employ grids where the topography is coarsely resolved. From the advec-
tion schemes investigated in the present work – for such low- to moderate-
resolution computations – it is recommended to use the momentum-
conservative first-order scheme or energy-head constancy scheme, for their
efficiency and insensitivity to the grid resolution. For higher resolutions
– where accurate flow patterns need to be resolved (e.g. including vor-
tex shedding) – the second order (slope-limited) momentum-conservative
scheme is recommended.

5.1.2 The turbulence model and the vertical flow structure

For applications with bends (with secondary-flow development), or for the
flow over and around obstacles, such as weirs and groynes, the use of a
three-dimensional model is required to accurately represent the vertical
flow structure. For a number of reasons – e.g. efficiency, simplicity of the
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discretization, reduced numerical mixing –, hydrodynamic z-layer models
might be preferred over σ- or other layering approaches. In particular for
applications with significant shallow areas (e.g. floodplains), a z-layer dis-
cretization may provide a very efficient approach.

However, z-layer models can provide erroneous velocity profiles and bot-
tom shear stress distributions at positions where the bottom crosses a layer
interface, introducing a large ratio in layer thickness near the bottom. We
demonstrated this for the situation of uniform channel flow. The errors
are caused by the inaccuracy of the discretization of the vertical diffusion
term in the momentum equations for non-uniform vertical layering and
not by the so-called ’staircase bottom’. The errors can be avoided by per-
forming a local remapping to an equidistant near-bed layering. The new
approach works both in combination with an algebraic mixing length tur-
bulence model and the k− ε turbulence model.

Additionally, modifications in the near-bottom treatment of the vertical
diffusion terms in the k- and ε-equations have been presented. The com-
bination of these modifications with the layer-remapping approach allows
the accurate and smooth representation of bottom shear stress and velocity
profiles along sloping channels and rivers using z-layer models. The appli-
cability of the method was shown using a schematic 2D vertical model for
uniform channel flow and using the Delft3D modeling system to simulate
the flow over a bottom sill. With the new approach, it is now feasible also
for z-layer models to use the straightforwardly-computed bottom shear
stress as direct input for coupled morphodynamic models.

5.1.3 Subgrid modelling, efficiency and grid convergence

A new method was presented that considerably improves the efficiency
of quasi-steady computations on high-resolution grids, with a particular
application for river computations. The method is an extension of the sub-
grid method by Casulli [46], Casulli and Stelling [51], and Stelling [219]
that integrates high-resolution subgrid data for topography and rough-
ness on coarser computational grids. Applying a sequence of hierarchi-
cal grids to effectively deal with the different spatial and temporal scales
in common environmental flow problems, the approach exploits the ad-
vantages of the subgrid method and proves to be very efficient. The sub-
grid method improves the coarse-grid solutions in the hierarchical grid
approach, thereby increasing the overall accuracy and efficiency of the
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combined method. Compared to conventional computations on a high-
resolution grid, the computational effort was reduced with factors up to
43 for a vortex-shedding flow problem and up to 18 for a case study of the
Elbe River in Germany, on a grid with 2.7 million computational cells.

Using the combined method, a computation was performed of a river
reach at a moderate resolution, but with high-resolution topography under-
neith. In this way, similar results were obtained as from a computation on
the higher resolution grid, but with a considerable performance increase.
This increases the bandwidth of feasible grid resolutions as presented in
Figure 2 or in Appendix A.

A convenient by-product of the approach is that – by providing the mod-
eller with results on a sequence of hierarchical grids – the method offers
direct insight in grid convergence and assists in the selection of the appro-
priate grid resolution. The approach can also be used for efficiently generat-
ing accurate initial conditions for unsteady simulations on large grids. The
method can be extended with local grid refinements using e.g. quadtree
grids for further optimization.

5.2 outlook

The investigations in this thesis were performed on structured, rectangular
grids. A preliminary assessment (not included in the work) was initiated to
follow up on the work from chapter 2 concerning the accuracy of the hor-
izontal advection discretization on (horizontally) unstructured grids. Simi-
lar experiments could be performed for the accuracy of the discretization
of the horizontal diffusion term on unstructured grids. Due to the fact that
the term involves a second derivative and therefore a larger stencil, it could
be expected that the accuracy is very sensitive to the grid structure.

The considerations on momentum advection from Chapter 2 and addi-
tional experiments aiming at understanding the interaction between the
horizontal turbulence model and numerical diffusion might raise the ques-
tion whether a horizontal turbulence model is really worth the effort for
river applications at moderate resolutions. The numerical diffusion from
the advection scheme is often too large on the applied grid resolutions, for
the contribution of a turbulence model like that of Smagorinsky [214] to
have an effect (see also Cea et al. [56]). Our findings are that only at small
enough grid resolution, with ∆x < H (H being the total water depth), the
numerical diffusion is ’small enough’. However, at such fine resolutions,
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the applicability of the common turbulence models may be debatable. Tur-
bulence models where the transport of turbulent quantities is taken in to
account may offer an improvement here, see e.g. Cea et al. [56]. For this
purpose, the numerical diffusion from the advection scheme needs to be
better understood and where possible reduced, in particular on unstruc-
tured grids. Works like those from Holleman, Fringer, and Stacey [104]
may form the basis for further research in this direction. Advances in the
field of Implicit LES methods (Boris et al. [26], Grinstein, Fureby, and De-
Vore [90], and Rodi, Constantinescu, and Stoesser [200]) also find their ap-
plication here. Rodi [199] and Uijttewaal [234] have recently presented nice
overviews of the current status of turbulence modelling in rivers and other
shallow flows.

The subgrid method as developed by Casulli [46], Casulli and Stelling
[51], and Stelling [219] allows the incorporation of high-resolution data
(such as topography) in coarser resolution models. However, the method
does not yet accurately handle flow blocking and energy losses due to sub-
grid obstacles, i.e. obstacles that do not ’touch’ any grid cell edges and
therefore only modify the volume of a cell, but no cross-sectional areas
of computational cell edges. Different approaches with exactly this aim
have been recently proposed, see e.g. Casas et al. [42], Fu and Hodges [85],
Hodges [101], Neal, Schumann, and Bates [166], Sanders, Schubert, and
Gallegos [205], and Yu and Lane [262] or Milzow and Kinzelbach [157] for
similar considerations in groundwater flow models or work from meteo-
rology related to orographic drag, e.g. Lott and Miller [143], Trossman et al.
[231], and Zadra et al. [263]. Such approaches may be ’combined’ with the
subgrid method considered in this thesis. Another approach for dealing
with such fine-scale obstacles is the local increase of the computational
grid resolution either using e.g. quadtree refinement as in Stelling [219] or
by applying unstructured grids.

An interesting property of the subgrid method developed by Casulli [46],
Casulli and Stelling [51], and Stelling [219] is the following. In conventional
methods (without such a subgrid approach), there has been a long-lasting
discussion how to compute the total water depth in positions where it
is not defined, e.g. in a velocity point (cell faces). Often, such a quantity
is computed by taking the minimum or mean value of surrounding cell
centre values. With the subgrid method – since the topography or depth is
available on subgrid-scale – such a discussion is rendered obsolete.
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Volp et al. [241] and Volp [242] investigated the combination of the same
subgrid method as in the present thesis with sediment transport and mor-
phodynamics. It was shown that using the subgrid method and an appro-
priate subgrid velocity reconstruction (Volp, Prooijen, and Stelling [240]),
the computational times for large-scale, long-term morphodynamic com-
putations in tidal areas could be greatly reduced. It is to be expected that
the broad applicability of the subgrid method is far from fully exploited.

An interesting extension based on the subgrid method may be possible
in Implicit LES methods, by performing a subgrid velocity reconstruction,
including the effect of subgrid topography (see already Volp, Prooijen, and
Stelling [240] and using this reconstructed velocity both in the computa-
tion of the momentum advection term and in the approximation of the
Reynolds stresses ρu′v′. Adequate velocity reconstructions may be devel-
oped based on voriticity considerations, where e.g. a vorticity transport
equation is used for capturing the effect of the transport of vorticity gener-
ated by subgrid topography.

As already proposed by Kleptsova [122], it may be interesting to inves-
tigate the combination of the layer-remapping in z-layers proposed in the
present thesis for the accurate representation of the vertical diffusion term
with the remapping strategy from Kleptsova [122] and Kleptsova, Stelling,
and Pietrzak [124] for advection in three-dimensional computations.

A possibility to circumvent some of the performance or efficiency issues
of 3D computations might be to consider a 2D–3D coupling, where a 2D
(depth-averaged) discretization is applied on the floodplains (saving com-
putational time) and a 3D model is applied in the main channel, allowing
the resolution of e.g. secondary flow patterns and vertical recirculation
zones behind e.g. submerged groynes and weirs.

The combined hierarchical-grid-subgrid method (HGSG) as proposed in
Chapter 4, could be extended by using (adaptive) local grid refinement
within the hierarchical grid algorithm. Based on spatial and temporal gra-
dients of the solution, geometry and/or forcing, the grid can be refined
locally to improve the resolution only in those areas where it is needed.
For example, the use of a quadtree approach as done by e.g. Stelling [219]
may result in an even more efficient method. In this context, for example, it
may be interesting to combine the Multi-Level Adaptive Technique (MLAT)
(Brandt [27]) with the subgrid approach.

In its present form, the HGSG method is only applicable for quasi-steady
applications. A further development of the method for dynamic problems,
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might be to allow the transition both from coarser to finer grids and vice
versa. One could then perform parts of the simulation with little dynamics
on coarser grids, saving computational time. In particular, in combination
with the aforementioned local grid refinement, this may prove most effi-
cient. One would end up with possible, dynamic, local grid refinement
and local grid coarsening. The difficulty with such methods is choosing
the appropriate coarsening and refinement criteria.

Finally, the application of the hierarchical grid algorithm to obtain in-
sight in grid convergence, can be used in studies aiming at the modelling
of turbulent flow structures, to estimate the amount of numerical diffusion.
Varying the eddy viscosity or the turbulence model, one can automatically
detect at which grid resolution (globally/locally), the numerical diffusion
(globally/locally) is small enough for the turbulence model to have an ef-
fect on the flow.

5.3 final remarks

At first sight, the issues considered in this thesis may appear to be of sec-
ondary importance in river computations. However, it is shown that the
effect of certain modelling choices related to these issues (the advection
scheme, the vertical layering/discretization type, the turbulence model)
made by the river modeller, or discretization/implementation choices
(momentum-conservative implementation, near-bed diffusion discretiza-
tion, use of subgrid data) made by the developer, can considerably influ-
ence the model results.

Modellers, project managers and model developers are strongly encour-
aged to have a critical look at model input, implementation and results to
avoid situations where important engineering conclusions are drawn from
erroneous model results. However, before one knows where to look, one
should know where the most decisive errors might be. For this reason, this
work has aimed at highlighting a number of important issues that might
introduce errors or discrepancies in a hydrodynamic river model. The idea
was to create awareness by the reader (modeller, manager, developer or a
different kind), that certain commonly-accepted modelling building blocks
are not to be taken for granted. May this general idea be an incentive for
others to continue this line of investigations.
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E S T I M AT I N G F E A S I B L E G R I D R E S O L U T I O N S F O R
R I V E R C O M P U TAT I O N S

W hat grid resolutions are presently feasible for river computa-
tions can be estimated based on a number of assumptions for
the extent of the model domain, the simulation period and the

efficiency of the applied modelling system. Based on these assumptions
the computational (CPU) time will be estimated, both for serial and par-
allel computations. The present analysis is restricted to two-dimensional
(2D) computations.

a.1 assumptions on domain extent

To estimate the required computational time for modelling a complete
rivers or at least a longer reach, we consider a river with characteristic
dimensions:

Length L = Nx∆x = 100 km
Width W = Ny∆x = 1 km,

where we have assumed for simplicity that a constant grid size ∆x is
applied over the whole domain.

a.2 assumptions on the simulation period

One can consider two different classes of computations, leading to two dif-
ferent characteristic simulation periods. The first class concerns stationary
or quasi-stationary computations, often aiming at determining water lev-
els and average flow patterns. Such computations often require simulated
times expressed in the number of through-flow times Tf = L/u, where L is
the river/channel length and u is the average velocity over the domain. For
such computations, we assume that a simulated time of T = N f Tf , with
N f = 10 is sufficient for obtaining (quasi-)stationary conditions.
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The second class concerns long-term dynamic computations, e.g. aimed
at determining flooding frequency and extent or river morphodynamics.
For this class of computations, we assume that – irrespective of the domain
size – the simulated time amounts to one year. In summary, we have:

Short-term stationary computations: Simulated time T = 10L/u or N f =

10. Long-term dynamic computations: Simulated time T = 365 · 24 · 3600 s
or N f = 365 · 24 · 3600u/L(≈ 3× 107u/L).

To finish the temporal definitions, we need to assume a time step
size ∆t. This can be estimated based on the fact that most simulation
systems have at least an explicit treatment of the advection term, thereby
introducing the need to adhere to the CFL condition C = |u|∆t/∆x ≤ 1
(actually a maximum velocity |u|max should be used here). Assuming a
Courant number of C = 0.7 as is common in 2D computations one obtains
a characteristic time step of:

∆t = C∆x/|u|

Models that also discretize the pressure/wave part of the equations
explicity often suffer from a much stricter Courant criterion, because√

gH >> |u|:

∆t = C∆x/(|u|+
√

gH).

a.3 assumptions on model efficiency

The efficiency η of a numerical model is often computed as:

η = TCPU/(N ∗ NT) (135)

where TCPU is the total CPU time, N is the number of computational cells
and NT is the number of time steps. Using this relation and the assump-
tions made above, one can relate the CPU time TCPU to the grid size ∆x:
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TCPU = ηNNT (136)

=
ηLWT
∆x2∆t

(137)

=
ηL2WN f

|u|∆x2∆t
(138)

=
ηL2WN f

C∆x3 (139)

For most numerical modelling systems the efficiency is in the range of
η = 5× 10−7 to η = 5× 10−6, where the former refers to a more efficient
model than the latter. For the two different classes of river computations
introduced above, we can now evaluate these expressions and obtain direct
relations between the CPU time and the grid size.

Class I : short-term (quasi-)stationary computations with N f = 10, we ob-

tain TCPU = η1×1014

0.7∆x3 .

Class II : long-term dynamic computations (using T directly given), we get
TCPU = η3×1020

0.7∆x3 .

Figure 31 shows a plot of these two relations on a double logarithmic
scale, where the range of model efficiency is represented by the shaded
area. As an indication of feasible grid resolutions, two characteristic CPU
times have been chosen: the first for a one-day computation, below which
all computations are feasible without parallel high-performance comput-
ing (HPC) and one for a 1000-day CPU time, indicating the range of
computations that is feasible when HPC resources are available, assuming
a maximum parallel speed-up of 1000 (resulting again in a CPU times of
one day or less). It can be seen that – depending on the model efficiency –
there is an overlap of the different regions. For clarity, four regions have
been indicated:

Region I : (hatched southwest-northeast) indicates the most performant
range of short-term computations, where computational times
up to 1000 days are accelerated using parallel HPC to around
one day (parallel speed-up factors of up to 1000 required).
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These computations are not feasible without HPC. The region
is bounded approximately between grid sizes 1 < ∆x < 10 m,
where the bandwidth of short-term computations then indicates
the computational times without parallel speed up.

Region II : (hatched southeast-northwest) indicates the range of short-term
computations feasible also without HPC. Simulations in this re-
gion are feasible using grid sizes of approximately ∆x > 10 m,
where the bandwidth of short-term computations then indicates
the computational times corresponding to a certain grid size.

Region III : (hatched vertically) indicates the range of long-term computa-
tions feasible only with HPC (serial CPU times up to 1000 days).
The region lies between 3 < ∆x < 65 m, where now the band-
width of long-term computations indicates the computational
times without parallel speed up.

Region IV : (hatched horizontally) indicates the range of long-term compu-
tations feasible also without HPC. These simulations are fea-
sible with grid sizes of approximately ∆x > 30 m, where the
bandwidth of short-term computations again indicates the com-
putational times corresponding to a certain grid size.

It can be seen from the figure that not all characteristic length scales,
such as those for bed forms and hydraulic structures, can be resolved on
the computational grid in present-day river modelling. The figure indicates
that all computations with grid sizes ∆x < 1 m (termed LES computations
in the figure) are not feasible yet for large-scale river computations, even
with parallel computing. In particular for dynamic, long-term computa-
tions, this will most likely remain so for quite some time in the future,
unless there is considerable increase in computational performance or a
change in the way rivers are modelled/discretized (e.g. using the subgrid
method by Casulli [46], Casulli and Stelling [51], and Stelling [219]).

The above analysis holds for depth-averaged computations. It can easily
be verified that for 3D computations the CPU times will generally increase
with a factor depending mainly on the number of vertical layers applied in
the 3D model. Of course, this factor is different for σ-layer than for z-layer
models. For the former, the CPU times will approximately linearly scale
with the number of layers, i.e. a 10 layer computation will increase the
CPU times also by a factor of 10. For z-layer models, the factor depends
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Figure 31: Schematic representation of the increase in CPU time with increasing
resolution. The shaded area represents a representative bandwidth of
model efficiency. The hatched regions I–IV indicate the ranges of fea-
sible computations with and without parallel High Performance Com-
puting (HPC).
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on the relative horizontal extent of the main channel versus the floodplain.
If one assumes both parts to be of equal contribution, the CPU times will
scale with half of the number of layers, i.e. a 10 layer computation will
increase the CPU times by a factor of 5.
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